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#### Abstract

Solutions of the Schrödinger equation with an exact time dependence are derived as eigenfunctions of dynamical invariants which are constructed from time-independent operators using time-dependent unitary transformations. Exact solutions and a closed form expression for the corresponding time evolution operator are found for a wide range of time-dependent Hamiltonians in $d$ dimensions, including non-Hermitean $\mathcal{P} \mathcal{T}$-symmetric Hamiltonians. Hamiltonians are constructed using time-dependent unitary spatial transformations comprising dilatations, translations and rotations and solutions are found in several forms: as eigenfunctions of a quadratic invariant, as coherent state eigenfunctions of boson operators, as plane wave solutions from which the general solution is obtained as an integral transform by means of the Fourier transform, and as distributional solutions for which the initial wavefunction is the Dirac $\delta$-function. For the isotropic harmonic oscillator in $d$ dimensions radial solutions are found which extend known results for $d=1$, including Barut-Girardello and Perelomov coherent states (i.e., vector coherent states), which are shown to be related to eigenfunctions of the quadratic invariant by the $\zeta$-transformation. This transformation, which leaves the Ermakov equation invariant, implements $\operatorname{SU}(1,1)$ transformations on linear dynamical invariants. $\mathfrak{s u}(1,1)$ coherent states are derived also for the timedependent linear potential. Exact solutions are found for Hamiltonians with electromagnetic interactions in which the time-dependent magnetic and electric fields are not necessarily spatially uniform. As an example, it is shown how to find exact solutions of the time-dependent Schrödinger equation for the Dirac magnetic monopole in the presence of time-dependent magnetic and electric fields of a specified form.


PACS numbers: $03.65 . \mathrm{Ge}, 03.65 . \mathrm{Ca}, 03.65 . \mathrm{Fd}$

## 1. Introduction

The time-dependent Schrödinger equation (TDSE), i $\hbar \partial \psi(\boldsymbol{x}, t) / \partial t=\mathcal{H}(t) \psi(\boldsymbol{x}, t)$, where $\mathcal{H}(t)$ is a time-dependent Hermitean Hamiltonian in $d$ dimensions, determines the evolution of the wavefunction $\psi$ from the initial time $t=t_{0}$ to a later time $t$ according to $\psi(\boldsymbol{x}, t)=U\left(t, t_{0}\right) \psi\left(\boldsymbol{x}, t_{0}\right)$. The time evolution operator $U$ is unitary, by conservation of probability, and satisfies

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial U}{\partial t}=\mathcal{H}(t) U \tag{1}
\end{equation*}
$$

Solutions $\psi$ and $U$ exist for conventional Hamiltonians provided the initial wavefunction $\psi\left(\boldsymbol{x}, t_{0}\right)$ and the time-dependent potential $V$ satisfy general conditions which ensure uniqueness and regularity for the solutions at later times, see for example Reed and Simon [1] (section X.12) and [2].

Here we investigate solutions of the TDSE with an exact time dependence for a range of models, firstly extending well-known results for the harmonic oscillator in one dimension to $d$ dimensions, including the construction of dynamical invariant operators and their radial eigenfunctions such as time-dependent coherent states which satisfy the radial TDSE; this includes both Perelomov generalized coherent states and Barut-Girardello coherent states which appear in the context of $\mathfrak{s u}(1,1)$ representations. Secondly, we extend these methods to other quantum-mechanical models in $d$ dimensions showing how to construct the unitary time evolution operator, dynamical invariants and corresponding exact solutions including coherent state solutions. Thirdly, we show how to construct plane wave solutions and the subsequent general solution by means of the Fourier transform, and in specific models how then to construct distributional solutions of the TDSE for which the initial wavefunction $\psi^{0}$ is equal to the Dirac $\delta$-function, from which the general solution may also be constructed. We briefly include known results in several sections, extensively referenced.

We consider Hamiltonians, including non-Hermitean Hamiltonians, which can be transformed by spatial unitary transformations comprising dilatations, translations and rotations, to an operator $F\left(H^{0}, t\right)$ which is a function of time and a time-independent operator $H^{0}$. Such Hamiltonians can also be constructed using dynamical invariants, which are quantum-mechanical constants of the motion and were used by Lewis and Riesenfeld [3] in 1969 to find exact solutions for the time-dependent harmonic oscillator. Invariants $I$, which need not be Hermitean, have the general property that for any solution $\psi$ of the TDSE, $I|\psi\rangle$ is also a solution and so solutions can be constructed as eigenfunctions of $I$ which has time-independent, possibly complex, eigenvalues. Alternatively, $I|\psi\rangle$ can be functionally independent of $|\psi\rangle$ and repeated application of $I$ to $|\psi\rangle$ then generates a discrete set of solutions $I^{n}|\psi\rangle$ to the TDSE, in which $I$ acts as a raising (creation) operator which is applied to a ground state $\left|\psi^{0}\right\rangle$, which in turn is found by solving $I^{\dagger}\left|\psi^{0}\right\rangle=0$. We encounter this in the construction of Perelomov coherent states satisfying the TDSE in section 4.4, and also in the determination of ground states satisfying the TDSE.

Exact solutions of the TDSE have been extensively investigated by various means, including analysis of symmetries, often for particular Hamiltonians, see for example [5] where exact solutions for linear and quadratic time-dependent potentials are derived, also coordinate transformations [6,7] possibly combined with separation of variables [8], see in particular [9] which obtains some results derived here by different methods, as well as unitary transformations and dynamical invariants. It follows from (1) that

$$
\begin{equation*}
\mathcal{H}=\mathrm{i} \hbar \frac{\partial U}{\partial t} U^{\dagger} \tag{2}
\end{equation*}
$$

and hence under the transformation $U \rightarrow U^{\prime}=T^{\dagger} U$, where $T$ is unitary, we have $\mathcal{H} \rightarrow \mathcal{H}^{\prime}=T^{\dagger} \mathcal{H} T-\mathrm{i} \hbar T^{\dagger} \partial T / \partial t$. We define $\mathcal{H}^{\prime}=F\left(H^{0}, t\right)$, where $H^{0}$ is any timeindependent operator which we subsequently diagonalize, and then construct $\mathcal{H}$ using $T$. Unitary transformations have been used previously to solve the TDSE, an example being the exact solutions found by Brown [10] in 1991 for the harmonic oscillator with periodic frequencies, although the solutions found there and also those found earlier by Husimi [11] in 1953 do not exist at all times due to the appearance of zeros in the denominator, as we discuss further in section 4, particularly section 4.6. Other work which uses unitary transformations to solve the TDSE is [12], related to our approach but restricted to dilatations for $d=1$ and [13-18].

In section 2 we discuss general properties of dynamical invariants $I$ and their construction by means of unitary transformations, and determine exact solutions of the TDSE as eigenfunctions of $I$ and an explicit form for the time evolution operator $U$. These formulae remain valid for non-Hermitean Hamiltonians provided the non-Hermitean operator $H^{0}$ has real eigenvalues. Then in section 3 we investigate unitary dilatation transformations for general potentials, and the construction of a dynamical invariant, and discuss several examples and generalizations to models such as effective mass Hamiltonians.

In section 4 we investigate the harmonic oscillator in $d$ dimensions, where we determine exact radial solutions of the TDSE such as $\mathfrak{s u}(1,1)$ coherent states, also plane wave and distributional solutions. Solutions are found by means of dilatations where the time-dependent parameter $\rho$ satisfies a well-known second-order differential equation (25), often referred to as the Ermakov equation. We show that this equation is invariant under the $\zeta$-transformation (28) which enables us to determine the general solution given any particular solution, and with which we obtain solutions $\psi_{\zeta}$ to the TDSE which depend on an arbitrary complex parameter $\zeta$ satisfying $|\zeta|<1$. The $\zeta$-transformation performs $\operatorname{SU}(1,1)$ transformations on dynamical invariants. We demonstrate in section 4.4 that the eigenfunctions of the Lewis and Riesenfeld quadratic invariant are related by the $\zeta$-transformation to Perelomov generalized coherent states. In section 4.5 we investigate the algebra of dynamical invariants, which are labeled by two real parameters, and show specifically how sums and products of these invariants are related to given dynamical invariants. In section 4.6 we investigate plane wave solutions, corresponding to a Hermitean invariant which is linear in momentum and position operators, and show that the general solution can be expressed as an integral transform by writing the initial function as a Fourier transform and, for radial solutions, as a Hankel transform. We extend these solutions to distributional (i.e., weak) solutions of the TDSE for which the initial wavefunction is equal to $\delta(x)$, from which the general solution may be constructed also as an integral transform.

In section 5 we discuss time-dependent translations in $d$ dimensions and as an example apply the results to the time-dependent linear potential, obtaining solutions in several forms including plane wave and distributional solutions. We also find explicit coherent state solutions, and discuss $\mathfrak{s u}(1,1)$ coherent states which evolve according to the corresponding TDSE. In section 6 we consider time-dependent rotations for $d=2,3$ and show that such transformations can be used to solve the TDSE for time-dependent Hamiltonians describing electromagnetic interactions, with time-dependent magnetic fields that need not be uniform. As an example we find solutions to the TDSE for a stationary magnetic monopole in the presence of time-dependent magnetic and electric fields.

Momentum and position operators are denoted $\boldsymbol{p}, \boldsymbol{q}$, and act on states $|\psi\rangle$ in a Hilbert space of wavefunctions denoted $\psi(\boldsymbol{x}, t)$ according to the usual representation $\boldsymbol{p} \rightarrow-\mathrm{i} \hbar \nabla, \boldsymbol{q} \rightarrow \boldsymbol{x}$, where the inner product in $d$ dimensions is given by $\left\langle\psi_{2} \mid \psi_{1}\right\rangle=\int \bar{\psi}_{2}(\boldsymbol{x}) \psi_{1}(\boldsymbol{x}) \mathrm{d} \boldsymbol{x}$. For $d=1$ we have $p \rightarrow-\mathrm{i} \hbar \mathrm{d} / \mathrm{d} x, q \rightarrow x$. Quadratic and linear combinations of position
and momentum operators generate the inhomogeneous real symplectic group $\operatorname{Sp}(2 d, \mathbb{R})$ (see for example [19]) and dilatations, translations, rotations are generated by corresponding subalgebras.

## 2. Dynamical invariants and unitary transformations

Solutions of the TDSE can be determined by first finding an explicit time-dependent operator $I$, a dynamical invariant, which commutes with $\mathrm{i} \hbar \frac{\partial}{\partial t}-\mathcal{H}(t)$ and which therefore satisfies

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial I}{\partial t}-[\mathcal{H}, I]=0 \tag{3}
\end{equation*}
$$

Hence, for any solution $\psi$ of the TDSE, $I|\psi\rangle$ is also a solution. Such an operator $I$ may be regarded as a constant of the motion since the expectation value $\langle\psi| I|\psi\rangle$ is constant in time for any solution $|\psi\rangle$ of the TDSE. If $I$ is Hermitean then its eigenvalues $\lambda$ are real and constant in time [3] and given the orthonormal eigenfunctions $\phi_{\lambda}^{I}(\boldsymbol{x}, t)$, the functions

$$
\begin{equation*}
\psi_{\lambda}(\boldsymbol{x}, t)=\mathrm{e}^{\mathrm{i} \alpha_{\lambda}(t) / \hbar} \phi_{\lambda}^{I}(\boldsymbol{x}, t) \tag{4}
\end{equation*}
$$

solve the TDSE, where the time-dependent phase factor $\mathrm{e}^{\mathrm{i} \alpha_{\lambda}(t) / \hbar}$ can be determined by direct substitution into the TDSE.

There exist in principle many dynamical invariants for any given $\mathcal{H}$, corresponding to different initial wavefunctions $\psi^{0}$. There may exist a set of explicit invariants indexed by one or more parameters, as we discuss in section 4.5 for the harmonic oscillator, and there may also exist explicit functionally independent invariants. For any two invariants $I_{1}, I_{2}$ and constants $c_{1}, c_{2}$ the sum $c_{1} I_{1}+c_{2} I_{2}$ and the product $I_{1} I_{2}$ are also invariants, and so the set of all invariants forms an algebra. Generally, given an explicit invariant $I$, any function $f(I)$ of $I$ is also an invariant [61]. Similarly, to any given invariant $I$ of $\mathcal{H}$ there are many Hamiltonians for which $I$ is an invariant, for example $I$ is also an invariant for the Hamiltonian $\mathcal{H}^{\prime}=\mathcal{H}+F(I, t)$, where $F$ is any real function of $I$ and $t$. In this case the phase of the solution (4) of the TDSE with respect to $\mathcal{H}^{\prime}$ changes according to $\alpha_{\lambda} \rightarrow \alpha_{\lambda}-\int F(\lambda, t) \mathrm{d} t$.

For any given $\mathcal{H}$ there is no general procedure to find an explicit invariant $I$, however if $\mathcal{H}$ is an element of a dynamical algebra $\mathcal{A}$ then we may expand $I$ in terms of elements of $\mathcal{A}$, with time-dependent coefficients. Then (3) reduces to a set of ordinary differential equations for these coefficients, see for example [20] (section IVA), also Perelomov [21] (section 18.4). The time-dependent harmonic oscillator, for which the dynamical algebra is $\mathfrak{s u}(1,1)$, is one example of this approach, as followed by Lewis and Riesenfeld [3]. More directly, one can express the time evolution operator $U$ as a general element of the group corresponding to $\mathcal{A}$, with time-dependent parameters, and then use (2) to solve for these parameters, see [22-31].

We proceed by constructing firstly a time-dependent operator $I$ and then defining a Hamiltonian $\mathcal{H}$ for which $I$ is an invariant. Let $H^{0}$ be a Hermitean time-independent operator, a function of $\boldsymbol{p}$ and $\boldsymbol{q}$, such as a time-independent Hamiltonian, and let $T$ be any time-dependent unitary transformation, also a function of $\boldsymbol{p}, \boldsymbol{q}$. Define $I=T H^{0} T^{\dagger}$, and the time-dependent Hamiltonian

$$
\begin{equation*}
\mathcal{H}=\mathrm{i} \hbar \frac{\partial T}{\partial t} T^{\dagger}+F(I, t) \tag{5}
\end{equation*}
$$

where $F(I, t)=T F\left(H^{0}, t\right) T^{\dagger}$ is any real function of $I$ and $t . \mathcal{H}$ is Hermitean and $I$ is an invariant for $\mathcal{H}$, as may be verified directly. We diagonalize $H^{0}$, i.e. $H^{0} \phi_{\lambda}^{0}=\lambda \phi_{\lambda}^{0}$ where $\lambda$ is real, then $I$ has time-independent eigenvalues $\lambda$ and eigenfunctions $\phi_{\lambda}^{I}(\boldsymbol{x}, t)=T(t) \phi_{\lambda}^{0}(\boldsymbol{x})$.

The function $\psi_{\lambda}(\boldsymbol{x}, t)$ defined by (4) satisfies the TDSE provided that $\dot{\alpha}_{\lambda}=-F(\lambda, t)$, as is verified by direct substitution. Hence a set of solutions is given by

$$
\begin{equation*}
\psi_{\lambda}(\boldsymbol{x}, t)=\exp \left[-\frac{\mathrm{i}}{\hbar} \int_{t_{0}}^{t} F(\lambda, s) \mathrm{d} s\right] T(t) \phi_{\lambda}^{0}(\boldsymbol{x}) \tag{6}
\end{equation*}
$$

where we have chosen $\alpha_{\lambda}\left(t_{0}\right)=0$ at the initial time $t=t_{0}$, corresponding to the choice of initial wavefunction $\psi_{\lambda}^{0}(\boldsymbol{x})=T\left(t_{0}\right) \phi_{\lambda}^{0}(\boldsymbol{x})$.

This construction can be generalized in various ways, for example if $\boldsymbol{H}^{0}=\left(H_{1}^{0}, \ldots, H_{n}^{0}\right)$ denotes a time-independent vector operator with commuting components, then the components of the vector $\boldsymbol{I}=T \boldsymbol{H}^{0} T^{\dagger}$ form a commuting set of invariants for the Hamiltonian

$$
\mathcal{H}=\mathrm{i} \hbar \frac{\partial T}{\partial t} T^{\dagger}+F(\boldsymbol{I}, t)
$$

where $F$ is any real function of its arguments, and exact solutions $\psi$ to the TDSE may then be expressed as a product of the eigenfunctions $\phi_{\lambda_{j}}^{0}(x)$ of each operator $H_{j}^{0}$, multiplied by a phase, namely:
$\psi_{\lambda_{1}, \ldots, \lambda_{n}}(\boldsymbol{x}, t)=\exp \left[-\frac{\mathrm{i}}{\hbar} \int_{t_{0}}^{t} F\left(\lambda_{1}, \ldots, \lambda_{n}, s\right) \mathrm{d} s\right] T(t) \phi_{\lambda_{1}}^{0}(\boldsymbol{x}) \cdots \phi_{\lambda_{n}}^{0}(\boldsymbol{x})$.
Due to the unitary evolution of solutions of the TDSE we have, directly from (6), $\left\langle\psi_{\lambda} \mid \psi_{\lambda^{\prime}}\right\rangle=$ $\left\langle\phi_{\lambda}^{0} \mid \phi_{\lambda^{\prime}}^{0}\right\rangle$, and so the set of solutions $\left\{\psi_{\lambda}\right\}$ is orthonormal provided the set $\left\{\phi_{\lambda}^{0}\right\}$ is orthonormal. We may identify the unitary time evolution operator $U$ explicitly from (6):

$$
\begin{equation*}
U\left(t, t_{0}\right)=U\left(t_{0}, t\right)^{\dagger}=T(t) \exp \left(-\frac{\mathrm{i}}{\hbar} \int_{t_{0}}^{t} F\left(H^{0}, s\right) \mathrm{d} s\right) T^{\dagger}\left(t_{0}\right) \tag{8}
\end{equation*}
$$

and $U$ satisfies the TDSE in the form (1) with $\mathcal{H}$ given by (5), with the initial condition $U\left(t_{0}, t_{0}\right)=\mathbb{I}$. $U$ also satisfies $U\left(t, t_{0}\right)=U\left(t, t_{1}\right) U\left(t_{1}, t_{0}\right)$ for any intermediate time $t_{1}$. The time-dependent energy levels, i.e. the expectation values of $\mathcal{H}$ with respect to the states $\left|\psi_{\lambda}(t)\right\rangle$, are given by

$$
\begin{equation*}
\left\langle\psi_{\lambda}\right| \mathcal{H}\left|\psi_{\lambda}\right\rangle=F(\lambda, t)+\mathrm{i} \hbar\left\langle\phi_{\lambda}^{0}\right| T^{\dagger} \frac{\partial T}{\partial t}\left|\phi_{\lambda}^{0}\right\rangle, \tag{9}
\end{equation*}
$$

as follows from (5) and (6) for $\mathcal{H}$ and $\psi_{\lambda}$.
Having suitably chosen $H^{0}, T, F$ in order to construct a Hamiltonian in the form (5), we may then determine an invariant for any solution of the TDSE by using the fact that $U \mathcal{O} U^{\dagger}$ is an invariant for any operator $\mathcal{O}$, where $U$ is given by (8). If the initial wavefunction $\psi^{0}=\psi\left(\boldsymbol{x}, t_{0}\right)$ is an eigenfunction of, for example, the projection $\mathcal{O}=\left|\psi^{0}\right\rangle\left\langle\psi^{0}\right|$ then the solution $\psi=U \psi^{0}$ of the TDSE at time $t$ is an eigenfunction of the invariant $I=U \mathcal{O} U^{\dagger}=|\psi\rangle\langle\psi|$. A useful choice for $d=1$ is the invariant $I=U p U^{\dagger}$ where $p$ is the momentum operator with eigenfunctions $\phi_{k}=\mathrm{e}^{\mathrm{i} k x}$, where $U$ is given by (8), and $\psi_{k}=U \phi_{k}$ then solves the TDSE. By expressing any initial wavefunction $\psi^{0}$ as a Fourier transform, i.e. as a linear superposition of the plane waves $\phi_{k}$, the general solution $\psi$ of the TDSE can be expressed as an integral transform. We investigate this construction explicitly for the harmonic oscillator in section 4.6, also in section 5. For general $d$ one can choose the vector invariant $I=U p U^{\dagger}$, with commuting components, and similarly express the initial wavefunction $\psi^{0}$ as a $d$-dimensional Fourier transform, with a corresponding solution $\psi=U \psi^{0}$. Another convenient choice of vector invariant is $\boldsymbol{a}=U \boldsymbol{a}^{0} U^{\dagger}$ where $\boldsymbol{a}^{0}$ denotes a $d$-dimensional time-independent vector of commuting boson annihilation operators, the eigenfunctions of which are coherent states, which we consider for the harmonic oscillator in section 4.3, and for the linear potential in section 5.

Conventional Hamiltonians $\mathcal{H}$ are quadratic in the momentum $\boldsymbol{p}$, possibly with linear terms, and since the operator $\frac{\partial T}{\partial t} T^{\dagger}$ is linear in $p$ for the spatial unitary transformations $T$ considered here, we generally choose $H^{0}$ to be quadratic or linear in $\boldsymbol{p}$, and $F\left(H^{0}, t\right)$ to be at most quadratic in $H^{0}$. Invariants which are at most quadratic in momentum have been discussed for general models by Ray [32] and by Efthimiou and Spector [9]. The construction we have outlined also applies to the non-Hermitean Hamiltonians extensively investigated in recent years, see the review by Bender [33]. In $\mathcal{P} \mathcal{T}$-symmetric models the nonHermitean time-independent Hamiltonian $H^{0}$ has a real, positive spectrum and time evolution is unitary in the sense that probability is conserved. For any unitary operator $T$ the nonHermitean invariant $I=T H^{0} T^{\dagger}$ therefore also has a real, positive spectrum. Although the Hamiltonian $\mathcal{H}$ defined by (5), where $F$ is real, is no longer Hermitean since $F(I, t) \neq F\left(I^{\dagger}, t\right)$, nevertheless the functions (6) still exactly solve the TDSE and also preserve probability as time evolves, since $\lambda$ is real. However the operator $U$ defined by (8), which has the property that $\psi_{\lambda}(\boldsymbol{x}, t)=U\left(t, t_{0}\right) \psi_{\lambda}^{0}(\boldsymbol{x})$, and which is the unique solution of the TDSE with the initial condition $U\left(t_{0}, t_{0}\right)=\mathbb{I}$, is not unitary, consistent with the fact that $\mathcal{H}$ as expressed in (2) is no longer Hermitean.

## 3. Dilatations

We now investigate solutions of the TDSE in $d$ dimensions in which the Hamiltonian $\mathcal{H}$ is constructed according to (5) where $T$ includes a time-dependent dilatation. We choose

$$
\begin{equation*}
H^{0}=\frac{\boldsymbol{p}^{2}}{2 m}+U(\boldsymbol{q}) \tag{10}
\end{equation*}
$$

for some potential $U$, and denote by $\phi_{\lambda}^{0}(\boldsymbol{x})$ the eigenfunctions corresponding to the eigenvalue $\lambda$. We also choose $F(I, t)=I / \sigma(t)^{2}$, where $\sigma$ is a strictly positive function of $t$ for $t \geqslant t_{0}$, and where $I=T H^{0} T^{\dagger}$ in which $T=T_{\mathrm{q}} T_{\text {dil }}$ is the product of two spatial unitary transformations, also elements of the group $\operatorname{SU}(1,1)$. Define

$$
\begin{equation*}
T_{\mathrm{dil}}[\rho]=\exp \left[-\frac{\mathrm{i} \log \rho}{2 \hbar}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})\right] \tag{11}
\end{equation*}
$$

for any positive function $\rho$, which performs dilatations, specifically:

$$
\begin{equation*}
T_{\mathrm{dil}} f(\boldsymbol{q}) T_{\mathrm{dil}}^{\dagger}=f\left(\frac{\boldsymbol{q}}{\rho}\right), \quad T_{\mathrm{dil}} f(\boldsymbol{p}) T_{\mathrm{dil}}^{\dagger}=f(\rho \boldsymbol{p}) \tag{12}
\end{equation*}
$$

for general functions $f$. Let

$$
\begin{equation*}
T_{\mathrm{q}}[\alpha]=\exp \left[\frac{\mathrm{i} \alpha}{2 \hbar} \boldsymbol{q}^{2}\right] \tag{13}
\end{equation*}
$$

where $\alpha=\alpha(t)$ is any function of $t$, then $T_{\mathrm{q}} \boldsymbol{p} T_{\mathrm{q}}^{\dagger}=\boldsymbol{p}-\alpha \boldsymbol{q}$ and so

$$
T_{\mathrm{q}} \boldsymbol{p}^{2} T_{\mathrm{q}}^{\dagger}=\boldsymbol{p}^{2}+\alpha^{2} \boldsymbol{q}^{2}-\alpha(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})
$$

We obtain therefore the invariant

$$
\begin{equation*}
I=T H^{0} T^{\dagger}=\frac{\rho^{2}}{2 m} \boldsymbol{p}^{2}+\frac{\alpha^{2} \rho^{2}}{2 m} \boldsymbol{q}^{2}-\frac{\alpha \rho^{2}}{2 m}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})+U\left(\frac{\boldsymbol{q}}{\rho}\right) \tag{14}
\end{equation*}
$$

We also find

$$
\mathrm{i} \hbar \frac{\partial T}{\partial t} T^{\dagger}=-\left(\frac{\alpha \dot{\rho}}{\rho}+\frac{\dot{\alpha}}{2}\right) \boldsymbol{q}^{2}+\frac{\dot{\rho}}{2 \rho}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})
$$

then the time-dependent Hamiltonian defined by (5) is given by
$\mathcal{H}=\frac{\rho^{2}}{2 m \sigma^{2}} \boldsymbol{p}^{2}+\left(\frac{\alpha^{2} \rho^{2}}{2 m \sigma^{2}}-\frac{\alpha \dot{\rho}}{\rho}-\frac{\dot{\alpha}}{2}\right) \boldsymbol{q}^{2}+\left(\frac{\dot{\rho}}{2 \rho}-\frac{\alpha \rho^{2}}{2 m \sigma^{2}}\right)(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})+\frac{1}{\sigma^{2}} U\left(\frac{\boldsymbol{q}}{\rho}\right)$,
and the corresponding TDSE has the exact solutions (6), specifically:

$$
\begin{equation*}
\psi_{\lambda}(\boldsymbol{x}, t)=\rho^{-\frac{d}{2}} \exp \left(-\frac{\mathrm{i} \lambda}{\hbar} \int_{t_{0}}^{t} \frac{\mathrm{~d} s}{\sigma(s)^{2}}\right) \exp \left(\frac{\mathrm{i} \alpha \boldsymbol{x}^{2}}{2 \hbar}\right) \phi_{\lambda}^{0}\left(\frac{\boldsymbol{x}}{\rho}\right), \tag{16}
\end{equation*}
$$

with the corresponding time-evolution operator given by (8). The energy levels with respect to the solutions (16) are given by (9), explicitly:

$$
\begin{equation*}
\left\langle\psi_{\lambda}\right| \mathcal{H}\left|\psi_{\lambda}\right\rangle=\frac{\lambda}{\sigma^{2}}-\frac{\dot{\alpha} \rho^{2}}{2}\left\langle\phi_{\lambda}^{0}\right| \boldsymbol{q}^{2}\left|\phi_{\lambda}^{0}\right\rangle+\frac{\dot{\rho}}{2 \rho}\left\langle\phi_{\lambda}^{0}\right|(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})\left|\phi_{\lambda}^{0}\right\rangle . \tag{17}
\end{equation*}
$$

The Hamiltonian (15) describes a system with a time-dependent mass $M(t)=m \sigma^{2} / \rho^{2}$. We may choose the functions $\rho, \sigma, \alpha$ to match any given time-dependent coefficients of $\boldsymbol{p}^{2}, \boldsymbol{q}^{2}$ and $\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p}$, in particular for $\sigma=\rho$ and $\alpha=m \dot{\rho} / \rho$ we obtain solutions for the Hamiltonian $\mathcal{H}=\boldsymbol{p}^{2} / 2 m+V(\boldsymbol{q}, t)$ where

$$
\begin{equation*}
V(\boldsymbol{q}, t)=\frac{1}{\rho^{2}} U\left(\frac{\boldsymbol{q}}{\rho}\right)-\frac{m \ddot{\rho} \boldsymbol{q}^{2}}{2 \rho} . \tag{18}
\end{equation*}
$$

The solutions (16) for this particular case have been previously derived by Hartley and Ray [6,34] (by means of invariants) and also in [12] (using unitary transformations) for $d=1$, and for general $d$ in [9] (equation (4.20) including time-dependent translations) by means of coordinate transformations.

### 3.1. Examples and generalizations

The Hamiltonian (15) with $\sigma=\rho$ and $\alpha=m \dot{\rho} / \rho$ is of the form $\mathcal{H}=\boldsymbol{p}^{2} / 2 m+V(\boldsymbol{x}, t)$, where $V$ is given in terms of $U$ by (18). If $U$ is radial then $V$ is also radial, in particular if $U$ is quadratic in $r=|x|$, then so is $V$, which allows one to find solutions of the TDSE for the radial harmonic oscillator for general time-dependent frequencies, as we discuss in detail in section 4. If $U$ and hence $V$ are not radial, one can still find exact solutions to the TDSE for models in which the time-independent problem can be solved exactly; some examples of non-central potentials are discussed in [35, 36]. If $V$ is radial but does not contain any terms quadratic in $r$ then we must have

$$
\begin{equation*}
\rho(t)^{2}=\frac{\omega_{0}^{2}}{a^{2}}+(a t+b)^{2}, \tag{19}
\end{equation*}
$$

where $a>0$ and $b, \omega_{0}$ are constants, as applies to models such as the hydrogen atom for which $V(r, t)=Z(t) / r$ where the time-dependent charge is given by $Z(t)=Z_{0} / \rho(t)$ for constant $Z_{0}$. The case $\omega_{0}=0$ for which $\rho(t)=a t+b$ has been discussed in various papers [37-43].

An example widely investigated is the infinite quantum well with moving walls, generally in $d=1$ dimensions [37, 38, 40-49]. For the radial case we choose $U(r)=0$ for $r \leqslant R$ and the radial (unnormalized) eigenfunctions of $H^{0}$ are proportional to Bessel functions:

$$
\phi_{\kappa}^{0}(r)=r^{1-\frac{d}{2}} J_{\ell-1+\frac{d}{2}}(\kappa r),
$$

where the angular momentum $\ell$ takes integer values, $\kappa$ is related to the eigenvalue $\lambda$ of $H^{0}$ by $\lambda=\kappa^{2} \hbar^{2} /(2 m)$ and $\kappa$ is determined by the requirement that $\phi_{\kappa}^{0}(r)$ vanish at the boundary
$r=R$. The time-dependent potential $V(r, t)$ is given by (18), that is, $V(r, t)=-m \ddot{\rho} r^{2} /(2 \rho)$ for $r \leqslant R \rho$, and infinity otherwise, where $\rho$ is the positive dilatation function. Radial solutions $\psi_{\kappa}(r, t)$ of the TDSE are given by (16), and are confined by the moving boundary. The infinite well for $d=1$ can be generalized by means of time-dependent translations (section 5) to include independently moving left and right walls, and one may also combine dilatations and translations in higher dimensions in order to describe infinite quantum wells with rectangular moving walls.

The formalism outlined in section 2 applies also to non-Hermitean Hamiltonians, for example if for $d=1$ we choose $U(x)=x^{2}(\text { ix })^{\epsilon}$ where $\epsilon \geqslant 0$ then $H^{0}=p^{2} / 2 m+U(x)$ has real eigenvalues [33], and the Hamiltonian $\mathcal{H}$ with $V$ given by (18), namely

$$
V(x, t)=\frac{x^{2}}{\rho^{4+\epsilon}}(\mathrm{i} x)^{\epsilon}+\frac{m \ddot{\rho}}{2 \rho} x^{2},
$$

allows solutions of the TDSE as in (16).
The solution (16) to the TDSE with the potential $V$ given by (18) can be generalized in many ways, two examples of which we discuss. In the first we consider dilatations which are applied independently to each coordinate, and in the second we investigate solutions of the TDSE for a position-dependent mass, in this case for $d=1$ only.

Let $H^{0}$ be as in (10) with eigenfunctions $\phi_{\lambda}^{0}(\boldsymbol{x})$ corresponding to eigenvalues $\lambda$, and let $\rho_{1}, \ldots, \rho_{d}$ be a set of $d$ functions of $t$ which are each strictly positive for $t \geqslant t_{0}$, and define the transformed vector

$$
\boldsymbol{x}_{\rho}=\left(\frac{x_{1}}{\rho_{1}}, \ldots, \frac{x_{d}}{\rho_{d}}\right)
$$

and the potential

$$
V(\boldsymbol{x}, t)=\frac{1}{\rho^{2}} U\left(\boldsymbol{x}_{\rho}\right)+m \sum_{j=1}^{d} x_{j}^{2}\left(\frac{\rho^{2} \dot{\rho}_{j}^{2}}{\rho_{j}^{4}}-\frac{\rho \dot{\rho} \dot{\rho}_{j}}{\rho_{j}^{3}}-\frac{\rho^{2} \ddot{\rho}_{j}}{2 \rho_{j}^{3}}\right),
$$

where $\rho$, also a positive function of $t$, is introduced for convenience. The time-dependent Hamiltonian

$$
\mathcal{H}=-\frac{\hbar^{2}}{2 m \rho^{2}} \sum_{j=1}^{d} \rho_{j}^{2} \frac{\partial^{2}}{\partial x_{j}^{2}}+V(\boldsymbol{x}, t)
$$

describes a system with a non-isotropic time-dependent mass $m_{j}(t)=m \rho^{2} / \rho_{j}^{2}$. Solutions to the TDSE are given by
$\psi_{\lambda}(\boldsymbol{x}, t)=\left(\rho_{1} \rho_{2} \cdots \rho_{d}\right)^{-\frac{1}{2}} \exp \left(-\frac{\mathrm{i} \lambda \tau}{\hbar}\right) \exp \left(\frac{\mathrm{i} m \rho^{2}}{2 \hbar} \sum_{j=1}^{d} \frac{x_{j}^{2} \dot{\rho}_{j}}{\rho_{j}^{3}}\right) \phi_{\lambda}^{0}\left(\boldsymbol{x}_{\rho}\right)$,
where $\tau$ is given by

$$
\begin{equation*}
\tau(t)=\int_{t_{0}}^{t} \frac{\mathrm{~d} s}{\rho(s)^{2}} \tag{21}
\end{equation*}
$$

and reduces to (16) when $\rho_{j}=\rho$ for each $j=1, \ldots, d$.
This solution corresponds to the choice of dynamical invariant $I=T H^{0} T^{\dagger}$ where $T=T_{1} T_{2} \cdots T_{d}$ is a product of commuting factors $T_{j}$ with

$$
T_{j}=\exp \left[\frac{\mathrm{i} m \rho^{2} \dot{\rho}_{j} q_{j}^{2}}{2 \hbar \rho_{j}^{3}}\right] \exp \left[-\frac{\mathrm{i} \log \rho_{j}}{2 \hbar}\left(p_{j} q_{j}+q_{j} p_{j}\right)\right]
$$

for $j=1, \ldots, d$, where the second factor performs a dilatation on $x_{j}$, and $I$ is given explicitly by

$$
I=\frac{1}{2 m} \sum_{j=1}^{d} \rho_{j}^{2}\left(p_{j}-\alpha_{j} q_{j}\right)^{2}+U\left(\boldsymbol{x}_{\rho}\right)
$$

where $\alpha_{j}=m \rho^{2} \dot{\rho}_{j} / \rho_{j}^{3}$, and the wavefunction $\psi_{\lambda}$ in (20) is an eigenfunction of $I$ with eigenvalue $\lambda$. The Hamiltonian is given by (5) with $F(I, t)=I / \rho(t)^{2}$, and the solution to the TDSE follows then from (6).

As a second generalization, for $d=1$ only, consider the effective mass Hamiltonian

$$
H^{0}=p \frac{1}{2 m(q)} p+U(q)
$$

where the mass $m=m(q)$ is a positive function of $q$ and $U$ is a potential function. We assume that the non-commuting operators in $H^{0}$ can be ordered into the form shown. Such Hamiltonians, with a position-dependent effective mass, have been used to model the motion of electrons and holes in semiconductors [50] and quantum liquids [51], and exact solutions for the time-independent case have recently been investigated by various authors, see for example [52-59]. As before, denote by $\phi_{\lambda}^{0}(x)$ the eigenfunction of $H^{0}$ corresponding to the eigenvalue $\lambda$, and define $\mu(x)=\int_{0}^{x} \operatorname{sm}(s) \mathrm{d} s$. Let $G$ be any positive function of the strictly positive dilatation function $\rho$, and let $\mathcal{H}(t)$ be the time-dependent Hamiltonian

$$
\mathcal{H}=-\hbar^{2} \frac{\partial}{\partial x} \frac{1}{2 M(x, t)} \frac{\partial}{\partial x}+V(x, t)
$$

where the time- and position-dependent mass $M$ is given by $M(x, t)=G(\rho) m\left(x_{\rho}\right) / \rho^{2}$, where $x_{\rho}=x / \rho$, and the potential is given by
$V(x, t)=\frac{U\left(x_{\rho}\right)}{G(\rho)}+\frac{G(\rho) \dot{\rho}^{2}}{2 \rho^{4}} x^{2} m\left(x_{\rho}\right)+\left[\frac{G(\rho) \dot{\rho}^{2}}{\rho^{2}}-\frac{G \prime(\rho) \dot{\rho}^{2}}{\rho}-\frac{G(\rho) \ddot{\rho}}{\rho}\right] \mu\left(x_{\rho}\right)$.
An exact solution of the TDSE is

$$
\begin{equation*}
\psi_{\lambda}(x, t)=\rho^{-\frac{1}{2}} \exp \left[-\frac{\mathrm{i} \lambda}{\hbar} \int_{t_{0}}^{t} \frac{\mathrm{~d} s}{G(\rho(s))}\right] \exp \left[\frac{\mathrm{i} G(\rho) \dot{\rho}}{\hbar \rho} \mu\left(x_{\rho}\right)\right] \phi_{\lambda}^{0}\left(x_{\rho}\right) . \tag{22}
\end{equation*}
$$

In the notation of section 2 the transformation $T$ is given by

$$
T=\exp \left[-\frac{\mathrm{i} \log \rho}{2 \hbar}(p q+q p)\right] \exp \left[\frac{\mathrm{i} G(\rho) \dot{\rho}}{\hbar \rho} \mu(q)\right]
$$

and the invariant $I$ is

$$
I=\rho^{2} p \frac{1}{2 m\left(q_{\rho}\right)} p-\frac{G(\rho) \dot{\rho}}{2 \rho}(p q+q p)+\frac{G(\rho)^{2} \dot{\rho}^{2}}{2 \rho^{4}} m\left(q_{\rho}\right) q^{2}+U\left(q_{\rho}\right)
$$

where $q_{\rho}=q / \rho$. The Hamiltonian $\mathcal{H}$ is constructed according to (5) with $F(I, t)=$ $I / G(\rho(t))$. The solution (22) reduces to (16) for $d=1$ if $m(x)=m$ is position independent and $G(\rho)=\rho^{2}$.

Various mass functions have been considered in the literature, see for example [53], in particular if $m(x)=m_{0}|x|^{\gamma}$ where $\gamma>-2$ (as in [55], see example 5 in the Appendix), then for $G(\rho)=\rho^{\gamma+2}$ we find $M(x, t)=m(x)$ is independent of $t$.

## 4. The time-dependent harmonic oscillator

The time-dependent isotropic harmonic oscillator in dimensions is defined by the Hamiltonian

$$
\begin{equation*}
\mathcal{H}(t)=\frac{\boldsymbol{p}^{2}}{2 m}+\frac{1}{2} m \omega^{2}(t) \boldsymbol{q}^{2} \tag{23}
\end{equation*}
$$

where $\omega(t)$ is any given function of $t$. We find solutions of the TDSE by choosing $H^{0}=H_{\mathrm{HO}}^{0}$ where

$$
\begin{equation*}
H_{\mathrm{HO}}^{0}=\frac{\boldsymbol{p}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} \boldsymbol{q}^{2} \tag{24}
\end{equation*}
$$

$\left(\omega_{0}>0\right)$ with the corresponding potential $V$ given by (18), which we consider for simplicity instead of the more general Hamiltonian $\mathcal{H}$ (15). The harmonic oscillator and this generalization have been widely investigated, see for example the selection of references [14, 26, 60-69].

### 4.1. The Ermakov equation and $S U(1,1)$ transformations

By comparing the potential in (23) with $V$ in (18) we find that $\rho$ is determined for any given $\omega(t)$ by the nonlinear equation

$$
\begin{equation*}
\ddot{\rho}+\omega(t)^{2} \rho=\frac{\omega_{0}^{2}}{\rho^{3}}, \tag{25}
\end{equation*}
$$

often known as the Ermakov equation, solutions of which were investigated by Ermakov [70] in 1880 and later by Milne [71], Pinney [72], Lewis [73] and others. It is convenient in the following to retain explicitly the constant $\omega_{0}$, which for $\omega_{0}>0$ can be set to unity by rescaling $\rho$, in order to investigate the limiting case $\omega_{0} \rightarrow 0$ and also the possibility that $\omega_{0}^{2}<0$.

The general solution of (25) can be constructed [70-72] from solutions $f(t)$ of the linear equation of motion for the classical time-dependent harmonic oscillator,

$$
\begin{equation*}
\ddot{f}+\omega(t)^{2} f=0 \tag{26}
\end{equation*}
$$

according to $\rho^{2} / \omega_{0}=f_{1}^{2}+W^{-2} f_{2}^{2}$, where $f_{1}, f_{2}$ are linearly independent solutions of (26), and where the Wronskian $W\left[f_{1}, f_{2}\right]=f_{1} \dot{f}_{2}-\dot{f}_{1} f_{2}$ is a nonzero constant. For example, if we choose a constant frequency $\omega(t)=\omega_{0}$ the general two-parameter solution (with $t_{0}=0$ ) is

$$
\begin{equation*}
\rho(t)^{2}=\rho_{0}^{2} \cos ^{2} \omega_{0} t+\left(\frac{\rho_{1}^{2}}{\omega_{0}^{2}}+\frac{1}{\rho_{0}^{2}}\right) \sin ^{2} \omega_{0} t+\frac{\rho_{0} \rho_{1}}{\omega_{0}} \sin 2 \omega_{0} t \tag{27}
\end{equation*}
$$

where $\rho_{0}=\rho\left(t_{0}\right)>0$ and $\rho_{1}=\dot{\rho}\left(t_{0}\right)$.
Conversely we may construct solutions of the linear equation (26) from any given solution $\rho$ of the Ermakov equation (25). As observed in [70, 71], the linearly independent functions $f_{1}=\rho \cos \omega_{0} \tau$ and $f_{2}=\rho \sin \omega_{0} \tau$, where $\tau$ is defined by (21), each satisfy (26) and so the general complex solution of (26) is therefore a complex multiple of $\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right) \rho \mathrm{e}^{\mathrm{i} \omega_{0} \tau}$, where $\zeta$ is complex.

A useful method of constructing solutions of (25) is by means of the following $\zeta$ transformation:

$$
\begin{equation*}
\rho \stackrel{\zeta}{\longrightarrow} \rho_{\zeta}=\rho\left[\frac{\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)\left(1+\bar{\zeta} \mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\right)}{1-|\zeta|^{2}}\right]^{\frac{1}{2}}, \tag{28}
\end{equation*}
$$

where $\zeta$ is any complex number with $|\zeta|<1$, which leaves the Ermakov equation invariant, i.e. if $\rho$ satisfies (25) then so does $\rho_{\zeta}$. Hence, given any special solution $\rho$ of the Ermakov
equation we may construct the general solution $\rho_{\zeta}$, depending on two real constants, by using the transformation (28). For example, if $\rho$ is the unique solution satisfying $\rho_{0}=1, \rho_{1}=0$ then the general solution $\rho_{\zeta}$ for any given initial conditions $\rho_{\zeta}\left(t_{0}\right)>0$ and $\dot{\rho}_{\zeta}\left(t_{0}\right)$ is given by (28) where $\zeta$ can be chosen to satisfy

$$
\rho_{\zeta}\left(t_{0}\right)=\frac{|1+\zeta|}{\sqrt{1-|\zeta|^{2}}}, \quad \quad \dot{\rho}_{\zeta}\left(t_{0}\right)=\frac{2 \omega_{0} \Im(\zeta)}{|1+\zeta| \sqrt{1-|\zeta|^{2}}} .
$$

If $\omega(t)=\omega_{0}$ then (28) transforms the specific solution $\rho(t)=1$ to the general solution (27).
Two successive transformations (28) with corresponding parameters $\zeta_{1}, \zeta_{2}$, that is $\rho \xrightarrow{\zeta_{1}} \rho_{\zeta_{1}} \xrightarrow{\zeta_{2}} \rho_{\zeta}$, are equivalent to a single transformation $\rho \xrightarrow{\zeta} \rho_{\zeta}$ where

$$
\begin{equation*}
\zeta=\frac{\zeta_{1}\left(1+\overline{\zeta_{1}}\right)+\zeta_{2}\left(1+\zeta_{1}\right)}{1+\overline{\zeta_{1}}+\overline{\zeta_{1}} \zeta_{2}\left(1+\zeta_{1}\right)} \tag{29}
\end{equation*}
$$

as follows from

$$
\begin{equation*}
\mathrm{e}^{2 \mathrm{i} \omega_{0} \tau_{\zeta}}=\frac{\mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)(1+\bar{\zeta})}{\left(1+\bar{\zeta} \mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\right)(1+\zeta)} \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{\zeta}(t)=\int_{t_{0}}^{t} \frac{\mathrm{~d} s}{\rho_{\zeta}(s)^{2}} \tag{31}
\end{equation*}
$$

The $\zeta$-transformation corresponds to an element of the group $\mathrm{SU}(1,1)$, specifically, let

$$
g_{\zeta}=\frac{1}{\sqrt{1-|\zeta|^{2}}}\left(\begin{array}{cc}
\mathrm{e}^{-\mathrm{i} \delta} & -\zeta \mathrm{e}^{-\mathrm{i} \delta}  \tag{32}\\
-\bar{\zeta} \mathrm{e}^{\mathrm{i} \delta} & \mathrm{e}^{\mathrm{i} \delta}
\end{array}\right)
$$

where the phase $\delta$ is defined by

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} \delta}=\frac{1+\zeta}{|1+\zeta|} \tag{33}
\end{equation*}
$$

then $g_{\zeta}$ is an element of $\mathrm{SU}(1,1)$ and the group composition law $g_{\zeta_{2}} g_{\zeta_{1}}=g_{\zeta}$ holds with $\zeta$ given in terms of $\zeta_{1}, \zeta_{2}$ by (29). The transformation $\rho_{\zeta} \xrightarrow{\zeta^{\prime}} \rho$ inverse to (28) is therefore determined by the parameter $\zeta^{\prime}=-\zeta(1+\bar{\zeta}) /(1+\zeta)$. Equations (28) and (30) follow from

$$
\begin{equation*}
\rho_{\zeta} \mathrm{e}^{\mathrm{i} \omega_{0} \tau_{\zeta}}=\frac{1+\bar{\zeta}}{|1+\zeta| \sqrt{1-|\zeta|^{2}}}\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right) \rho \mathrm{e}^{\mathrm{i} \omega_{0} \tau} \tag{34}
\end{equation*}
$$

where each side is a general complex solution of (26), and where the multiplicative constant on the right is determined in magnitude by the requirement that $\rho_{\zeta}$ satisfy (25).

We encounter the $\zeta$-transformation (28) specifically in section 4.4 as a group operation in relation to Perelomov coherent states which are defined using $\mathfrak{s u}(1,1)$ properties, and which depend explicitly on $\zeta$. We show that (28) performs an $\operatorname{SU}(1,1)$ transformation on invariant boson operators $a, a^{\dagger}$ to form invariants $a_{\zeta}, a_{\zeta}^{\dagger}$, where the matrix transformation is performed by $g_{\zeta}$ as defined in (32) (see (68)).

A fundamental property of the Ermakov equation is that the solution $\rho$ is nonzero for all $t$ (see appendix B in [74], and the discussion in appendix B of [75]), and hence for $\rho_{0}>0$ we have $\rho(t)>0$ for all $t$. The dilatation operator (11) and the subsequent transformed functions are therefore well defined for all $t$. By contrast real solutions of (26), corresponding to the choice $\omega_{0}=0$ in (25), generally have an infinite number of zeros at which times the dilatation
transformation is undefined. It is known (see for example [111], chapter 11) that if $\omega(t)$ is continuous for $t \geqslant t_{0}$ and there exists $\kappa>0$ such that

$$
\begin{equation*}
\omega(t) \geqslant \kappa>0 \quad \text { for all } \quad t \geqslant t_{0} \tag{35}
\end{equation*}
$$

then any real solution of $\ddot{f}+\omega(t)^{2} f=0$ has infinitely many zeros for $t \geqslant t_{0}$. Solutions of the TDSE based on a dilatation function $\rho$ satisfying (25) with $\omega_{0}=0$ therefore exist generally only locally in the small time interval $t \geqslant t_{0}$ for which $\rho>0$, including those found by Brown [10], also [76] and others [77, 79, 11]. If the condition (35) is not satisfied then solutions $f$ which are positive for all $t \geqslant t_{0}$ are possible, for example if $\omega(t)=\omega_{0} /\left(1+2 \omega_{0} t\right)$ where $\omega_{0}>0$, then a solution which is positive for all $t>0$ is $f(t)=\sqrt{1+2 \omega_{0} t}$.

### 4.2. The quadratic Hermitean invariant

The Hermitean invariant (14) is given by

$$
\begin{equation*}
I[\rho]=\frac{\rho^{2}}{2 m} \boldsymbol{p}^{2}+\frac{m}{2}\left(\dot{\rho}^{2}+\frac{\omega_{0}^{2}}{\rho^{2}}\right) \boldsymbol{q}^{2}-\frac{\rho \dot{\rho}}{2}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p}) \tag{36}
\end{equation*}
$$

and has eigenvalues $\lambda_{n}$ given by

$$
\begin{equation*}
\lambda_{n}=\left(2 n+\ell+\frac{d}{2}\right) \hbar \omega_{0}, \tag{37}
\end{equation*}
$$

with $n=0,1, \ldots$ The eigenfunctions $\phi_{\lambda}^{0}(\boldsymbol{x})$ of $H^{0}$ are found by separating variables in the usual way as a product of angular and radial functions, where the angular components are time independent and depend on the angular momentum $\ell=0,1, \ldots$. The radial solutions can be expressed in terms of generalized Laguerre polynomials, see for example Stillinger [81], and appear as a consequence of the $\mathfrak{s u}(1,1)$ symmetry of the harmonic oscillator. Properties of Laguerre polynomials and their connection with $\mathfrak{s u}(1,1)$ have been discussed and summarized by Biedenharn and Louck [82] (see Topic 6, pp 284, 304). The corresponding solution $\psi_{\ell}(\boldsymbol{x}, t)$ of the TDSE, with definite angular momentum $\ell$, also separates into a product of time-independent angular functions and time-dependent radial functions $\psi_{n, \ell}(r, t)$. Hence, from (6) we find that the radial solution of the TDSE is

$$
\begin{align*}
& \psi_{n, \ell}(r, t)=(-1)^{n} \sqrt{\frac{n!}{\Gamma\left(n+\ell+\frac{d}{2}\right)}}\left(\frac{m \omega_{0}}{\hbar \rho^{2}}\right)^{\frac{1}{4}(d+2 \ell)} r^{\ell} L_{n}^{\left(\ell-1+\frac{d}{2}\right)}\left(\frac{m \omega_{0} r^{2}}{\hbar \rho^{2}}\right) \\
& \times \exp \left(-\frac{m \omega_{0} r^{2}}{2 \hbar \rho^{2}}\right) \exp \left(\frac{\mathrm{i} m \dot{\rho} r^{2}}{2 \hbar \rho}\right) \exp \left[-\frac{\mathrm{i}(4 n+2 \ell+d) \tau}{2 \hbar}\right], \tag{38}
\end{align*}
$$

where $L$ denotes generalized Laguerre polynomials, and where $\tau$ is defined in (21). The solution depends on the initial values $\rho_{0}=\rho\left(t_{0}\right)$ and $\rho_{1}=\dot{\rho}\left(t_{0}\right)$ but is independent of $\omega_{0}$, which can be rescaled to unity. The dependence of the solution $\psi_{n, \ell}$ on two real parameters related to $\rho_{0}, \rho_{1}$ becomes apparent by means of the $\zeta$-transformation (28) in which we replace $\rho \rightarrow \rho_{\zeta}$ as discussed further in section 4.4.

The solutions $\psi_{n, \ell}$ are normalized at equal times with respect to the inner product

$$
\begin{equation*}
\left\langle\psi_{1} \mid \psi_{2}\right\rangle=2 \int_{0}^{\infty} r^{d-1} \overline{\psi_{1}(r, t)} \psi_{2}(r, t) \mathrm{d} r \tag{39}
\end{equation*}
$$

and for fixed $\ell$ are therefore orthonormal: $\left\langle\psi_{n, \ell} \mid \psi_{n^{\prime}, \ell}\right\rangle=\delta_{n n^{\prime}}$. The explicit form (8) for the unitary time evolution operator, which is an element of $\operatorname{SU}(1,1)$, reduces to

$$
\begin{equation*}
U\left(t, t_{0}\right)=T(t) \exp \left[-\frac{\mathrm{i}}{\hbar} \tau(t)\left(\frac{\boldsymbol{p}^{2}}{2 m}+\frac{1}{2} m \omega_{0}^{2} \boldsymbol{q}^{2}\right)\right] T^{\dagger}\left(t_{0}\right) \tag{40}
\end{equation*}
$$

where $T=T_{\mathrm{q}} T_{\text {dil }}$ and the unitary transformations $T_{\text {dil }}, T_{\mathrm{q}}$ are given by (11) and (13). For $d=1$ the Laguerre polynomials in (38) reduce to Hermite polynomials (see [83], p 779) and so the solutions (38) reduce to the well-known form

$$
\begin{equation*}
\psi_{n}(x, t)=\left(\frac{m \omega_{0}}{2^{2 n} n!^{2} \pi \hbar \rho^{2}}\right)^{\frac{1}{4}} H_{n}\left(\frac{x}{\rho} \sqrt{\frac{m \omega_{0}}{\hbar}}\right) \exp \left(-\frac{m \omega_{0} x^{2}}{2 \hbar \rho^{2}}\right) \exp \left(\frac{\mathrm{i} m \dot{\rho} x^{2}}{2 \hbar \rho}\right) \mathrm{e}^{-\mathrm{i}\left(n+\frac{1}{2}\right) \omega_{0} \tau} \tag{41}
\end{equation*}
$$

where $H$ denotes Hermite polynomials.
The energy levels $\langle\mathcal{H}\rangle$ with respect to the states $\psi_{n, \ell}$ may be calculated by means of the formula (17) with $\sigma=\rho$ and $\alpha=m \dot{\rho} / \rho$, or directly by determining

$$
\begin{equation*}
\left\langle\boldsymbol{p}^{2}\right\rangle=\frac{m \hbar}{2 \omega_{0}}\left(\frac{\omega_{0}^{2}}{\rho^{2}}+\dot{\rho}^{2}\right)(4 n+d+2 \ell), \quad\left\langle\boldsymbol{q}^{2}\right\rangle=\frac{\hbar \rho^{2}}{2 m \omega_{0}}(4 n+d+2 \ell) \tag{42}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\langle\psi_{n, \ell}\right| \mathcal{H}\left|\psi_{n, \ell}\right\rangle=\frac{\hbar}{4 \omega_{0}}(4 n+d+2 \ell)\left(\frac{\omega_{0}^{2}}{\rho^{2}}+\dot{\rho}^{2}+\omega^{2} \rho^{2}\right) . \tag{43}
\end{equation*}
$$

Evidently the spacing of the levels is independent of $n$, as was observed for $d=1$ by Lewis [73].

### 4.3. Non-Hermitean dynamical invariants and time-dependent coherent states for $d=1$

Let $\mathcal{O}$ be any operator then $I=U \mathcal{O} U^{\dagger}$ is a dynamical invariant, where $U$ is given in (40). We now choose $\mathcal{O}$ to be the time-independent annihilation operator $a_{0}$, the eigenfunctions of which are coherent states $\phi_{\alpha}^{0}(x)$ and determine time-dependent coherent states $\psi_{\alpha}(x, t)=U\left(t, t_{0}\right) \phi_{\alpha}^{0}(x)$ which satisfy the TDSE. Such states have been investigated, in particular by Malkin et al [4] in 1970, as eigenfunctions of boson operators which are dynamical invariants linear in position and momentum, and act as raising and lowering operators with respect to the solutions (41) for $d=1$. We derive these coherent states directly using $U\left(t, t_{0}\right)$ as given in (40), where for convenience we choose $\rho_{0}=\rho\left(t_{0}\right)=1, \rho_{1}=\dot{\rho}\left(t_{0}\right)=0$, in which case $T\left(t_{0}\right)=\mathbb{I}$.

Let $a_{0}$ be the annihilation operator for the time-independent harmonic oscillator (with $\left.\omega(t)=\omega_{0}\right):$

$$
\begin{equation*}
a_{0}=\sqrt{\frac{m \omega_{0}}{2 \hbar}} q+\frac{\mathrm{i}}{\sqrt{2 m \omega_{0} \hbar}} p \tag{44}
\end{equation*}
$$

and define the boson operators $a[\rho]=U a_{0} U^{\dagger}, a^{\dagger}[\rho]=U a_{0}^{\dagger} U^{\dagger}$, which are functionals of $\rho$. Explicitly

$$
\begin{equation*}
a[\rho]=\frac{\mathrm{e}^{\mathrm{i} \omega_{0} \tau}}{\sqrt{2 \hbar}}\left[\left(\frac{\sqrt{m \omega_{0}}}{\rho}-\frac{\mathrm{i} m \dot{\rho}}{\sqrt{m \omega_{0}}}\right) q+\frac{\mathrm{i} \rho}{\sqrt{m \omega_{0}}} p\right] \tag{45}
\end{equation*}
$$

with $a^{\dagger}[\rho]=(a[\rho])^{\dagger}$, where $\tau$ is defined by (21). The creation and annihilation operators are related formally by $a^{\dagger}[\rho]=\mathrm{i} a[\mathrm{i} \rho]$. These operators differ from those defined by Lewis [73] by the inclusion of a time-dependent phase, but correspond to operators defined in $[4,26]$ where $\epsilon=\rho \mathrm{e}^{\mathrm{i} \omega_{0} \tau}$ is a complex solution to the classical equation (26), and are similar to those defined by Brown [10], except that here the function $\rho$ is always strictly positive and hence $\tau$ and $a, a^{\dagger}$ are well defined at all times, unlike the corresponding operators in [10]. Other papers [84, 85] define similar creation and annihilation operators. The fact that $a, a^{\dagger}$ are invariants is well known [4, 63, 67, 95].

If we define the time-dependent vacuum state $|0, t\rangle$ in the usual way, according to $a|0, t\rangle=0$, and the normalized states by $|n, t\rangle=\left(a^{\dagger}\right)^{n}|0, t\rangle / \sqrt{n!}$, then the solutions (41) of the TDSE are these same states in the coordinate representation: $\psi_{n}(x, t)=\langle x \mid n, t\rangle$, and $a^{\dagger}, a$ act as raising and lowering operators with respect to the solutions (41), specifically we have $a \psi_{n}=\sqrt{n} \psi_{n-1}, a^{\dagger} \psi_{n}=\sqrt{n+1} \psi_{n+1}$. The invariant $I$ given by (36) (for $d=1$ ) is related to the boson number operator by $2 I=\hbar \omega_{0}\left\{a, a^{\dagger}\right\}$.

Time-dependent coherent states, first discussed by Husimi [11], have been widely studied in various contexts, see particularly [4, 26], but also [60, 79, 86-94]. These states $|\alpha, t\rangle$, where $\alpha$ is complex, are eigenfunctions of the annihilation operator:

$$
\begin{equation*}
a|\alpha, t\rangle=\alpha|\alpha, t\rangle \tag{46}
\end{equation*}
$$

where $a$ is given by (45). Time-independent coherent states $|\alpha\rangle_{0}$ satisfy $a_{0}|\alpha\rangle_{0}=\alpha|\alpha\rangle_{0}$ where the functions $\phi_{\alpha}^{0}(x)=\langle x \mid \alpha\rangle_{0}$ are given by

$$
\begin{equation*}
\phi_{\alpha}^{0}(x)=\left(\frac{m \omega_{0}}{\pi \hbar}\right)^{\frac{1}{4}} \mathrm{e}^{-|\alpha|^{2} / 2} \mathrm{e}^{-\alpha^{2} / 2} \exp \left(-\frac{m \omega_{0} x^{2}}{2 \hbar}+\alpha x \sqrt{\frac{2 m \omega_{0}}{\hbar}}\right) \tag{47}
\end{equation*}
$$

We calculate the time-dependent coherent states $\psi_{\alpha}(x, t)=U\left(t, t_{0}\right) \phi_{\alpha}^{0}(x)$ by first writing $U$ in the form $U=T_{I} T_{\mathrm{q}} T_{\text {dil }}$ where $T_{I}=\exp (-\mathrm{i} \tau I / \hbar)$ and $I$ is the invariant (36). Since $2 I=\hbar \omega_{0}\left\{a, a^{\dagger}\right\}$ we have $T_{I} a T_{I}^{\dagger}=a \mathrm{e}^{\mathrm{i} \omega_{0} \tau}$ and so $T_{I}$ multiplies $\alpha$ by a phase: $T_{I}|\alpha, t\rangle=\left|\alpha \mathrm{e}^{-\mathrm{i} \omega_{0} \tau}, t\right\rangle$. We obtain therefore the following time-dependent coherent states which satisfy the TDSE:

$$
\begin{gather*}
\psi_{\alpha}(x, t)=\left(\frac{m \omega_{0}}{\pi \hbar \rho^{2}}\right)^{\frac{1}{4}} \mathrm{e}^{-|\alpha|^{2} / 2} \mathrm{e}^{-\mathrm{i} \omega_{0} \tau / 2} \exp \left(\frac{\mathrm{i} m \dot{\rho} x^{2}}{2 \hbar \rho}\right) \exp \left(-\frac{\alpha^{2} \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}}{2}\right) \\
\times \exp \left(-\frac{m \omega_{0} x^{2}}{2 \hbar \rho^{2}}+\frac{\alpha \mathrm{e}^{-\mathrm{i} \omega_{0} \tau} x}{\rho} \sqrt{\frac{2 m \omega_{0}}{\hbar}}\right) \tag{48}
\end{gather*}
$$

The function $\rho$ is any particular solution of (25) but by means of the $\zeta$-transformation (28) can be replaced by the general solution $\rho_{\zeta}$ depending on a complex parameter $\zeta$. In this way, the coherent states $\psi_{\alpha}$ can be generalized to solutions $\psi_{\alpha, \zeta}$ depending on two complex parameters $\alpha, \zeta$.

Another method of derivation, which we follow for $\mathfrak{s u}(1,1)$ coherent states, proceeds as for the time-independent case [96]:
$\psi_{\alpha}(x, t)=\langle x| \mathrm{e}^{\alpha a^{\dagger}-\bar{\alpha} a}|0, t\rangle=\mathrm{e}^{-|\alpha|^{2} / 2}\langle x| \mathrm{e}^{\alpha a^{\dagger}}|0, t\rangle=\mathrm{e}^{-|\alpha|^{2} / 2} \sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}}\langle x \mid n, t\rangle$,
where the functions $\langle x \mid n, t\rangle=\psi_{n}(x, t)$ are given in (41). By means of the generating function for Hermite polynomials (see [83], p 784) we obtain the states (48). Since these states evolve unitarily their overlap at equal times is time independent, and is given by the usual expression: $\left\langle\alpha_{2}, t \mid \alpha_{1}, t\right\rangle={ }_{0}\left\langle\alpha_{2} \mid \alpha_{1}\right\rangle_{0}=\mathrm{e}^{-\frac{1}{2}\left|\alpha_{1}\right|^{2}-\frac{1}{2}\left|\alpha_{2}\right|^{2}+\overline{\alpha_{2}} \alpha_{1}}$.

## 4.4. $\mathfrak{s u}(1,1)$ symmetry and coherent states

As a consequence of the boson commutation relations for $d=1$, the operators

$$
\begin{equation*}
K_{0}=\frac{1}{4}\left(a^{\dagger} a+a a^{\dagger}\right), \quad K_{+}=\frac{1}{2} a^{\dagger^{2}}, \quad K_{-}=\frac{1}{2} a^{2} \tag{50}
\end{equation*}
$$

satisfy the commutation relations of $\mathfrak{s u}(1,1)$ :

$$
\begin{equation*}
\left[K_{0}, K_{ \pm}\right]= \pm K_{ \pm}, \quad\left[K_{+}, K_{-}\right]=-2 K_{0} \tag{51}
\end{equation*}
$$

and also form a set of dynamical invariants. Irreducible unitary representations of $\mathfrak{s u}(1,1)$ are infinite dimensional and for the case at hand belong to the positive discrete series as discussed for example by Biedenharn and Louck [82] (p 276), also Perelomov [21] (p 70), and Kastrup [97]. States in the representation space are labeled by the eigenvalues of the commuting generators $K_{0}, C$ where the Casimir invariant is

$$
C=K_{0}^{2}-\frac{1}{2}\left(K_{-} K_{+}+K_{+} K_{-}\right)=K_{0}\left(K_{0}-1\right)-K_{+} K_{-} .
$$

In an orthonormal basis $\{|\kappa, n\rangle\}$ where $n=0,1,2, \ldots$ we have the matrix elements (see for example Barut and Girardello [98]):

$$
\begin{align*}
C|\kappa, n\rangle & =\kappa(\kappa-1)|\kappa, n\rangle \\
K_{0}|\kappa, n\rangle & =(\kappa+n)|\kappa, n\rangle \\
K_{+}|\kappa, n\rangle & =\sqrt{(n+1)(n+2 \kappa)}|\kappa, n+1\rangle  \tag{52}\\
K_{-}|\kappa, n\rangle & =\sqrt{n(n+2 \kappa-1)}|\kappa, n-1\rangle
\end{align*}
$$

where the Bargmann index $\kappa$ is any positive number, for unitary representations of the covering group of $\mathrm{SU}(1,1)$. For $d=1$ the operators (50) correspond to the representations $\kappa=\frac{1}{4}$ (even states) or $\kappa=\frac{3}{4}$ (odd states), as discussed in [21] section 5.2.

There are two well-known analytic representations of coherent states for $\mathfrak{s u}(1,1)$, the first being Perelomov generalized coherent states [21] which are obtained using the displacement operator formalism, the second being Barut-Girardello coherent states [98] which are eigenstates of the operator $K_{-}$. Since the states $|\alpha, t\rangle$ satisfy (46) we have $K_{-}|\alpha, t\rangle=\frac{1}{2} \alpha^{2}|\alpha, t\rangle$ and hence the time-dependent coherent states (41) are also Barut-Girardello coherent states. We construct radial $\mathfrak{s u}(1,1)$ time-dependent coherent states in dimension $d$ which satisfy the TDSE.

The creation and annihilation operators (45) extend to vector operators $\boldsymbol{a}, \boldsymbol{a}^{\dagger}$ in dimension $d$, from which $\mathfrak{s u}(1,1)$ generators $K_{ \pm}, K_{0}$ may be defined as the sum of $d$ one-dimensional generators. One can define radial creation and annihilation operators by following the formalism developed in [99, 100], used to describe fractional dimensional quantum mechanics, in which the radial momentum and position operators $P, Q$, act on radial functions that depend on the angular momentum $\ell$, and satisfy the $R$-deformed commutation relations as described in [99]. We proceed more directly, however, by defining the operator
$K_{-}=\frac{\mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}}{4 \hbar}\left[-\frac{\rho^{2}}{m \omega_{0}} \boldsymbol{p}^{2}+\left(\mathrm{i}+\frac{\rho \dot{\rho}}{\omega_{0}}\right)(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})+m\left(\frac{\omega_{0}}{\rho^{2}}-\frac{\dot{\rho}^{2}}{\omega_{0}}-\frac{2 \mathrm{i} \dot{\rho}}{\rho}\right) \boldsymbol{q}^{2}\right]$,
together with $K_{+}=K_{-}^{\dagger}, K_{0}=I /\left(2 \hbar \omega_{0}\right)$, where the invariant $I$ is defined in (36). Then the operators $\left\{K_{ \pm}, K_{0}\right\}$ are, firstly, dynamical invariants for the harmonic oscillator Hamiltonian (23) and, secondly, satisfy the commutation relations (51) of $\mathfrak{s u}(1,1)$, as follows from their construction as quadratic combinations of the vector operators $\boldsymbol{a}, \boldsymbol{a}^{\dagger}$.

The operators $\left\{K_{0}, K_{ \pm}\right\}$act on the orthonormal basis vectors $\langle\boldsymbol{x}, t \mid \kappa, n\rangle$, which are a product of the radial functions $\psi_{n, \ell}(r, t)=\langle r, t \mid \kappa, n\rangle$ shown in (38) and time-independent angular functions. By comparing the eigenvalues of $I=2 \hbar \omega_{0} K_{0}$ in (37) with those of $K_{0}$ we find that the $\mathfrak{s u}(1,1)$ representation label $\kappa$ is given by

$$
\begin{equation*}
\kappa=\frac{1}{4}(2 \ell+d) \tag{54}
\end{equation*}
$$

Hence $K_{ \pm}, K_{0}$ act on the solutions $\psi_{n, \ell}(r, t)$ of the radial TDSE with matrix elements as shown in (52), either as raising or lowering operators (in the case of $K_{ \pm}$), or diagonally in the case of $K_{0}$.

We construct firstly Barut-Girardello [98] coherent states $|z, \kappa\rangle_{\text {BG }}$ which are the analogue of harmonic oscillator coherent states, namely eigenstates of the lowering operator $K_{-}$, that
is, $K_{-}|z, \kappa\rangle_{\mathrm{BG}}=z|z, \kappa\rangle_{\mathrm{BG}}$ for any complex $z$. These states may be expressed as a linear superposition of the orthonormal states $|\kappa, n\rangle$, explicitly:

$$
\begin{equation*}
|z, \kappa\rangle_{\mathrm{BG}}=\frac{z^{\kappa-\frac{1}{2}}}{\sqrt{I_{2 \kappa-1}(2|z|)}} \sum_{n=0}^{\infty} \frac{z^{n}}{\sqrt{n!\Gamma(n+2 \kappa)}}|\kappa, n\rangle, \tag{55}
\end{equation*}
$$

where $I_{2 \kappa-1}$ denotes a modified Bessel function of the first kind. Various properties of BarutGirardello states including their overlap and completeness relations have been discussed in [101, 102] (and other references cited therein).

We evaluate the time-dependent states $\psi_{z, \ell}(r, t)=\langle r, t \mid z, \kappa\rangle_{\mathrm{BG}}$ by replacing the eigenstates $|\kappa, n\rangle$ by the normalized wavefunctions $\psi_{n, \ell}(r, t)$ given in (38), with $\kappa$ given by (54). The sum over $n$ can be performed with the help of the generating function for generalized Laguerre polynomials ([83], p 784), to obtain

$$
\begin{align*}
\psi_{z, \ell}(r, t)= & \rho^{-1} r^{1-\frac{d}{2}} \mathrm{e}^{-\mathrm{i} \omega_{0} \tau} \exp \left(-z \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right) \exp \left(\frac{\mathrm{i} m \dot{\rho} r^{2}}{2 \hbar \rho}\right) \exp \left(-\frac{m \omega_{0} r^{2}}{2 \hbar \rho^{2}}\right) \\
& \times I_{2 \kappa-1}\left(\frac{2 r \mathrm{e}^{-\mathrm{i} \omega_{0} \tau}}{\rho} \sqrt{\frac{z m \omega_{0}}{\hbar}}\right) \sqrt{\frac{m \omega_{0}}{\hbar I_{2 \kappa-1}(2|z|)}} \tag{56}
\end{align*}
$$

As is evident from (55), these time-dependent Barut-Girardello coherent states are also solutions of the radial TDSE. They have parity $(-1)^{\ell}$ and for $d=1$, with $z=\frac{1}{2} \alpha^{2}$, reduce for $\ell=0$ to the even part of expression (48), and to the odd part for $\ell=1$, and they evolve unitarily from the initial wavefunction $\psi_{z, \ell}^{0}$ at time $t=t_{0}$ according to $\psi_{z, \ell}(r, t)=U\left(t, t_{0}\right) \psi_{z, \ell}\left(r, t_{0}\right)$. Radial Barut-Girardello coherent states have been investigated in [103] but not with a time evolution determined by the TDSE.

Perelomov generalized coherent states $|\zeta, \kappa\rangle_{\mathrm{P}}$ (described by Perelomov [21], chapter 5, also [101]) are obtained by allowing the unitary operator $\mathrm{e}^{\xi K_{+} \bar{\xi} K_{-}}$to act on the vacuum, where $\xi$ is a complex number. By expanding this operator one obtains ([21], equation (5.2.11)):

$$
\begin{equation*}
|\zeta, \kappa\rangle_{\mathrm{P}}=\mathrm{e}^{\xi K_{+}-\bar{\xi} K_{-}}|\kappa, 0\rangle=\left(1-|\zeta|^{2}\right)^{\kappa} \sum_{n=0}^{\infty} \sqrt{\frac{\Gamma(n+2 \kappa)}{n!\Gamma(2 \kappa)}} \zeta^{n}|\kappa, n\rangle \tag{57}
\end{equation*}
$$

where $\zeta=\frac{\xi}{|\xi|} \tanh |\xi|$ satisfies $|\zeta|<1$. The representation

$$
\begin{equation*}
|\zeta, \kappa\rangle_{\mathrm{P}}=\left(1-|\zeta|^{2}\right)^{\kappa} \mathrm{e}^{\zeta K_{+}}|\kappa, 0\rangle \tag{58}
\end{equation*}
$$

shows that these states can be identified as $\operatorname{SU}(1,1)$ vector coherent states extensively used to construct representations of compact groups $[104,105]$ with extensions to quantum groups [106].

We explicitly evaluate the radial Perelomov coherent states $\psi_{\zeta, \ell}(r, t)=\langle r, t \mid \zeta, \kappa\rangle_{\mathrm{P}}$ in the coordinate representation by substituting the value $\kappa$ shown in (54) and by replacing the eigenstates $|\kappa, n\rangle$ by the normalized wavefunctions $\psi_{n, \ell}(r, t)$ given in (38). The sum over $n$ in (57) can again be performed explicitly with the help of the generating function for generalized Laguerre polynomials (see [83], p 784), to obtain

$$
\begin{align*}
\psi_{\zeta, \ell}(r, t)= & \frac{r^{\ell}\left(1-|\zeta|^{2}\right)^{\kappa}}{\sqrt{\Gamma(2 \kappa)}}\left(\frac{\mathrm{e}^{-\mathrm{i} \omega_{0} \tau}}{1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}}\right)^{2 \kappa}\left(\frac{m \omega_{0}}{\hbar \rho^{2}}\right)^{\kappa} \exp \left(\frac{\mathrm{i} m \dot{\rho} r^{2}}{2 \hbar \rho}\right) \\
& \times \exp \left[-\frac{m \omega_{0} r^{2}\left(1-\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}{2 \hbar \rho^{2}\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}\right] \tag{59}
\end{align*}
$$

These states satisfy the radial TDSE for the harmonic oscillator Hamiltonian (23) in $d$ dimensions, and are normalized to unity as functions of $r$ for any $\zeta$ in the unit disk $|\zeta|<1$ in the complex $\zeta$-plane, with respect to the inner product (39). They have parity $(-1)^{\ell}$.

In contrast to the Barut-Girardello states (56), the functional form of the Perelomov states (59) does not change as $d$ varies. Radial coherent states of the Perelomov type have been investigated in [107] but only with a time evolution corresponding to the time-independent harmonic oscillator.

The Perelomov states (59) evolve unitarily and so it follows, for example, that these states resolve the identity operator for $\kappa>\frac{1}{2}$, by integration over the unit disk in the complex $\zeta$-plane [21, 101, 102]. Also, as a consequence, the overlap of two Perelomov coherent states at equal times is time independent and takes the known form:

$$
\begin{equation*}
{ }_{\mathrm{P}}\left\langle\zeta_{1}, \kappa \mid \zeta_{2}, \kappa\right\rangle_{\mathrm{P}}=\frac{\left(1-\left|\zeta_{1}\right|^{2}\right)^{\kappa}\left(1-\left|\zeta_{2}\right|^{2}\right)^{\kappa}}{\left(1-\overline{\zeta_{1}} \zeta_{2}\right)^{2 \kappa}} \tag{60}
\end{equation*}
$$

as may be verified directly from expression (59).
The states (59) are eigenfunctions of two independent dynamical invariants, each parametrized by $\zeta$. Let

$$
\begin{equation*}
K_{\zeta}^{0}=\frac{1}{1-|\zeta|^{2}}\left[\left(1+|\zeta|^{2}\right) K_{0}-\zeta K_{+}-\bar{\zeta} K_{-}\right] \tag{61}
\end{equation*}
$$

where $K_{ \pm}, K_{0}$ are defined by (53), then $K_{\zeta}^{0}$ is a Hermitean dynamical invariant for the Hamiltonian (23) and the coherent states $\psi_{\zeta, \ell}$, comprising the radial functions (59) multiplied by the appropriate time-independent angular components, are eigenfunctions of $K_{\zeta}^{0}$ (as discussed in [21], section 5.2.1 and [102], sections 7.2, 7.3), as may be verified directly:

$$
\begin{equation*}
K_{\zeta}^{0} \psi_{\zeta, \ell}=\kappa \psi_{\zeta, \ell}, \tag{62}
\end{equation*}
$$

where $\kappa$ is defined in (54). Define also the non-Hermitean dynamical invariant

$$
\begin{equation*}
K_{\zeta}^{-}=\frac{1}{1-|\zeta|^{2}}\left(-2 \zeta K_{0}+\zeta^{2} K_{+}+K_{-}\right) \tag{63}
\end{equation*}
$$

then the coherent state $\psi_{\zeta, \ell}$ lies in the kernel of $K_{\zeta}^{-}$, i.e. $K_{\zeta}^{-} \psi_{\zeta, \ell}=0$, which follows [21, 102] as a consequence of the $\mathfrak{s u}(1,1)$ algebra satisfied by the invariants $K_{ \pm}, K_{0}$. Define also

$$
\begin{equation*}
K_{\zeta}^{+}=\frac{1}{1-|\zeta|^{2}}\left(-2 \bar{\zeta} K_{0}+K_{+}+\bar{\zeta}^{2} K_{-}\right) \tag{64}
\end{equation*}
$$

then the operators $\left\{K_{\zeta}^{0}, K_{\zeta}^{ \pm}\right\}$generate $\mathfrak{s u}(1,1)$, as follows from the fact that these operators are related by a linear $\mathrm{SU}(1,1)$ transformation to the generators $\left\{K_{0}, K_{ \pm}\right\}$.

Hence the state (59) for fixed $\ell, \zeta$ may be regarded as the state of lowest weight in an $\mathfrak{s u}(1,1)$ representation with the Bargmann index $\kappa=\frac{1}{4}(2 \ell+d)$, with matrix elements as given in (52). Denote $|\kappa, 0\rangle_{\zeta}=|\zeta, \kappa\rangle_{\mathrm{P}}$ then the normalized states

$$
\begin{equation*}
|\kappa, n\rangle_{\zeta}=\left[\frac{\Gamma(2 \kappa)}{n!\Gamma(n+2 \kappa)}\right]^{1 / 2}\left(K_{\zeta}^{+}\right)^{n}|\kappa, 0\rangle_{\zeta} \tag{65}
\end{equation*}
$$

are eigenfunctions of $K_{\zeta}^{0}$ with eigenvalues $\kappa+n$, and also satisfy the radial TDSE. We can compute these solutions, which may be termed excited coherent states, explicitly by observing that the quadratic invariant $K_{\zeta}^{0}[\rho]$, which is defined by (61) and may be expressed as a functional of $\rho$, is related to the usual quadratic invariant $I[\rho]$ as given in (36) according to $2 \hbar \omega_{0} K_{\zeta}^{0}[\rho]=I\left[\rho_{\zeta}\right]$, where $\rho_{\zeta}$ is given in terms of $\rho$ by the $\zeta$-transformation (28) which leaves the Ermakov equation (25) invariant. Hence, the eigenfunctions of $K_{\zeta}^{0}[\rho]$ may be determined by replacing $\rho \rightarrow \rho_{\zeta}$ in the explicit functions $\psi_{n, \ell}(r, t)$ given in (38). Furthermore, these eigenfunctions also satisfy the radial TDSE, since $\rho_{\zeta}$ satisfies the Ermakov equation and, up to a constant phase, are identical to the wavefunctions $\psi_{n, \zeta, \ell}(r, t)=\langle r, t \mid \kappa, n\rangle_{\zeta}$ defined by (65).

By means of (30) we therefore derive the following explicit solutions of the radial TDSE:

$$
\begin{align*}
\psi_{n, \zeta, \ell}(r, t)= & (-1)^{n} \sqrt{\frac{n!}{\Gamma(n+2 \kappa)}}\left(\frac{m \omega_{0}}{\hbar \rho_{\zeta}^{2}}\right)^{\kappa} \exp \left(\frac{\mathrm{i} m \dot{\rho}_{\zeta} r^{2}}{2 \hbar \rho_{\zeta}}\right) \exp \left(-\frac{m \omega_{0} r^{2}}{2 \hbar \rho_{\zeta}^{2}}\right) \\
& \times r^{\ell} L_{n}^{(2 \kappa-1)}\left(\frac{m \omega_{0} r^{2}}{\hbar \rho_{\zeta}^{2}}\right)\left[\frac{\left.\left(1+\bar{\zeta} \mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\right) \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}{1+\zeta \mathrm{e}^{-2 i \omega_{0} \tau}}\right]^{n+\kappa} \tag{66}
\end{align*}
$$

where in summary we have $n, \ell$ are non-negative integers, $\zeta$ is any complex number with $|\zeta|<1,4 \kappa=2 \ell+d, L$ denotes generalized Laguerre polynomials, $\rho_{\zeta}$ is defined in terms of $\rho$ by (28) where $\rho$ is any solution of the Ermakov equation (25), $\tau$ is given by (21) and $\omega_{0}$ is an arbitrary positive constant which can be set to unity. For $\zeta=0$ these states reduce to the wavefunctions (38), and for $n=0$ reduce to the Perelomov coherent states (59). The states (66) are normalized to unity with respect to the inner product (39), evaluated at equal times for fixed parameters $n, \ell, \zeta$, and are orthogonal for different values of $n$ for fixed $\ell, \zeta$.

We see therefore that time-dependent Perelomov generalized coherent states, also known as vector coherent states, are related to the time-dependent wavefunctions (38) by the $\zeta$ transformation (28), which is implemented by means of a unitary transformation on the wavefunction as expressed in the representations (57) or (58). These expressions also show how the general solution (66) of the TDSE can be represented as a function of invariant operators acting on the ground (vacuum) state.

For $d=1$, with $\ell=0, \kappa=\frac{1}{4}$, the ground state $\langle x, t \mid 0\rangle_{\zeta}$ is given by the coherent state (59) and the excited states $\psi_{n, \zeta}(x, t)=\langle x, t \mid n\rangle_{\zeta}$ have the following explicit form:

$$
\begin{align*}
\psi_{n, \zeta}(x, t)= & {\left[\frac{m \omega_{0}\left(1-|\zeta|^{2}\right) \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}}{2^{2 n} n!^{2} \pi \hbar \rho^{2}\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)^{2}}\right]^{\frac{1}{4}}\left[\frac{\left(1+\bar{\zeta} \mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\right) \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}}{\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}\right]^{\frac{n}{2}} \exp \left(\frac{\mathrm{i} m \dot{\rho} x^{2}}{2 \hbar \rho}\right) } \\
& \times \exp \left[-\frac{m \omega_{0} x^{2}\left(1-\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}{2 \hbar \rho^{2}\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)}\right] H_{n}\left(\frac{x}{\rho} \sqrt{\frac{m \omega_{0}\left(1-|\zeta|^{2}\right)}{\hbar\left(1+\zeta \mathrm{e}^{-2 \mathrm{i} \omega_{0} \tau}\right)\left(1+\bar{\zeta} \mathrm{e}^{2 \mathrm{i} \omega_{0} \tau}\right)}}\right) \tag{67}
\end{align*}
$$

As before, $n$ is a non-negative integer, $\zeta$ is any complex number with $|\zeta|<1, H$ denotes Hermite polynomials, $\tau$ is given by (21) and $\omega_{0}$ is an arbitrary positive constant which can be set to unity. These states satisfy the TDSE and for $\zeta=0$ reduce to the solutions (41).

The $\zeta$-dependence of the states (67) can be analyzed by defining the boson pair $\left(a_{\zeta}, a_{\zeta}^{\dagger}\right)$ obtained by replacing $\rho \rightarrow \rho_{\zeta}$ in the definition (45), where $\rho_{\zeta}$ is given by (28), i.e. we define $a_{\zeta}=a\left[\rho_{\zeta}\right], a_{\zeta}^{\dagger}=a^{\dagger}\left[\rho_{\zeta}\right]$. This boson pair is related linearly to ( $a, a^{\dagger}$ ) by the $\mathrm{SU}(1,1)$ transformation $g_{\zeta}$ defined in (32), as follows from (34), hence

$$
\begin{equation*}
a_{\zeta}=\frac{\mathrm{e}^{-\mathrm{i} \delta}}{\sqrt{1-|\zeta|^{2}}}\left(a-\zeta a^{\dagger}\right), \quad a_{\zeta}^{\dagger}=\frac{\mathrm{e}^{\mathrm{i} \delta}}{\sqrt{1-|\zeta|^{2}}}\left(a^{\dagger}-\bar{\zeta} a\right), \tag{68}
\end{equation*}
$$

where the phase factor $\mathrm{e}^{\mathrm{i} \delta}$ is defined by (33). The operators

$$
K_{\zeta}^{0}=\frac{1}{4}\left(a_{\zeta}^{\dagger} a_{\zeta}+a_{\zeta} a_{\zeta}^{\dagger}\right), \quad K_{\zeta}^{+}=\frac{1}{2}\left(a_{\zeta}^{\dagger}\right)^{2}, \quad K_{\zeta}^{-}=\frac{1}{2} a_{\zeta}^{2}
$$

agree with those defined in (61), (63) and (64), up to a constant phase, where $K_{0}, K_{ \pm}$are given by (50). The $\zeta$-ground state $|0\rangle_{\zeta}$ is given in the coordinate representation by (59) for $d=1, \ell=0, \kappa=\frac{1}{4}$. By means of (68) we find, by solving $a_{\zeta}|0\rangle_{\zeta}=0$, that

$$
\begin{equation*}
|0\rangle_{\zeta}=\left(1-|\zeta|^{2}\right)^{\frac{1}{4}} \exp \left[\frac{\zeta\left(a^{\dagger}\right)^{2}}{2}\right]|0\rangle, \tag{69}
\end{equation*}
$$

in accordance with (58). The excited states are given by
$|n\rangle_{\zeta}=\frac{\left(a_{\zeta}^{\dagger}\right)^{n}}{\sqrt{n!}}|0\rangle_{\zeta}=\frac{\mathrm{e}^{\mathrm{i} n \delta}\left(1-|\zeta|^{2}\right)^{\frac{1}{4}}}{\sqrt{n!}}\left(\frac{\bar{\zeta}}{2}\right)^{\frac{n}{2}} H_{n}\left(a^{\dagger} \sqrt{\frac{1-|\zeta|^{2}}{2 \bar{\zeta}}}\right) \exp \left[\frac{\zeta\left(a^{\dagger}\right)^{2}}{2}\right]|0\rangle$,
where $H$ is a Hermite polynomial, as may be proved by induction on $n$ using $a_{\zeta}^{\dagger}|n\rangle_{\zeta}=$ $\sqrt{n+1}|n+1\rangle_{\zeta}$. The overlap ${ }_{\zeta_{1}}\langle m \mid n\rangle_{\zeta_{2}}$ is generally nonzero for arbitrary $\zeta_{1}, \zeta_{2}$.

While the $\zeta$-transformation $\rho \rightarrow \rho_{\zeta}$ is of particular interest because it relates Perelomov coherent states and their excitations to the eigenfunctions of the Lewis-Riesenfeld invariant $I$, it can also be applied to other solutions of the TDSE, such as the Barut-Girardello coherent states (56) to obtain general solutions $\psi_{z, \ell, \zeta}(r, t)$. Similarly the coherent states (48) can be generalized to states $\psi_{\alpha, \zeta}(x, t)$, and corresponding properties follow by replacing $\rho \rightarrow \rho_{\zeta}$. In general the $\zeta$-transformation is performed on wavefunctions by an explicit unitary transformation.

### 4.5. Algebra of invariants for the harmonic oscillator

The set of dynamical invariants for a given Hamiltonian forms an algebra, i.e. for any two invariants $I_{1}, I_{2}$ the product $I_{1} I_{2}$ and the linear combination $c_{1} I_{1}+c_{2} I_{2}$ for any constants $c_{1}, c_{2}$ are also invariants. We investigate explicitly here the algebra of the linear and quadratic invariants for the harmonic oscillator, which are functionals of $\rho$, and for fixed $\rho$ satisfy the inhomogeneous $\mathfrak{s u}(1,1)$ algebra. For general $\rho$ satisfying the Ermakov equation these invariants depend on two parameters, essentially the initial values $\rho\left(t_{0}\right), \dot{\rho}\left(t_{0}\right)$, but which for convenience we take to be the complex parameter $\zeta$ discussed in the context of the $\zeta$-transformation (28). We explicitly express the sum and product of two invariants with parameters $\zeta_{1}, \zeta_{2}$ as a third invariant with a parameter $\zeta_{3}$, i.e. we relate the sum and product of $I\left[\rho_{1}\right], I\left[\rho_{2}\right]$ to $I[\rho]$ for some $\rho$.

Two invariants $I\left[\rho_{1}\right]$ and $I\left[\rho_{2}\right]$ are related by a unitary transformation as may be determined from expression (14) for $I[\rho]$. We have $I=T[\rho] H^{0} T^{\dagger}[\rho]$ where $T[\rho]=$ $T_{\mathrm{q}}[\rho] T_{\text {dil }}[\rho]$ and $T_{\text {dil }}, T_{\mathrm{q}}$ are given by (11) and (13) with $\alpha=m \dot{\rho} / \rho$, hence

$$
I\left[\rho_{2}\right]=T\left[\rho_{2}\right] T^{\dagger}\left[\rho_{1}\right] I\left[\rho_{1}\right] T\left[\rho_{1}\right] T^{\dagger}\left[\rho_{2}\right] .
$$

Wavefunctions $\psi_{1}$ which are solutions of the TDSE and eigenfunctions of $I\left[\rho_{1}\right]$ are related to the wavefunctions $\psi_{2}$ of $I\left[\rho_{2}\right]$ by a corresponding unitary transformation: $\psi_{2}=T\left[\rho_{2}\right] T^{\dagger}\left[\rho_{1}\right] \psi_{1}$. Since $\rho_{1}, \rho_{2}$ are related by the $\zeta$-transformation we may explicitly evaluate the unitary operator $T_{\zeta}=T\left[\rho_{2}\right] T^{\dagger}\left[\rho_{1}\right]$ as a function of $\zeta$.

Consider now the Hermitean quadratic invariant $I[\rho]$ defined by (36), then for any solutions $\rho_{1}, \rho_{2}$ of the Ermakov equation (25) there exists a constant $c$ such that

$$
c I[\rho]=c_{1} I\left[\rho_{1}\right]+c_{2} I\left[\rho_{2}\right],
$$

where $\rho$, defined in terms of $\rho_{1}, \rho_{2}$ by the addition formula $c \rho^{2}=c_{1} \rho_{1}^{2}+c_{2} \rho_{2}^{2}$, also satisfies the Ermakov equation (25). We find

$$
c^{2}=\left(c_{1}-c_{2}\right)^{2}+\frac{4 c_{1} c_{2}}{1-|\zeta|^{2}}
$$

where $\zeta$ is the parameter such that $\rho_{2}$ is the $\zeta$-transform of $\rho_{1}$. The commutator of two Hermitean quadratic invariants $I\left[\rho_{1}\right]$ and $I\left[\rho_{2}\right]$ is also a quadratic invariant, specifically $\left[I\left[\rho_{1}\right], I\left[\rho_{2}\right]\right]=2 \mathrm{i} \hbar c^{\prime} I[\rho]$ where $\rho$, defined by $c^{\prime} \rho^{2}=\rho_{1}^{2} \rho_{2} \dot{\rho}_{2}-\rho_{1} \dot{\rho}_{1} \rho_{2}^{2}$, satisfies the Ermakov equation (25) except with $\omega_{0}^{2}$ replaced by $-\omega_{0}^{2}$. The constant is given by $c^{\prime}=2 \omega_{0}|\zeta| /\left(1-|\zeta|^{2}\right)$.

Commutators amongst the non-Hermitean quadratic invariants $K_{ \pm}\left[\rho_{1}\right]$ and $K_{ \pm}\left[\rho_{2}\right]$ defined in (53), as well as $K_{0}\left[\rho_{1}\right], K_{0}\left[\rho_{2}\right]$, are also quadratic in momentum and position
and are conveniently investigated via the boson operators $a^{\dagger}[\rho], a[\rho]$ to which they are related for $d=1$ by (50). As before, there exists $\zeta$ such that $\rho_{2}$ is the $\zeta$-transform of $\rho_{1}$, then from (68) we find

$$
\begin{equation*}
\left[a\left[\rho_{1}\right], a\left[\rho_{2}\right]\right]=-\frac{\zeta \mathrm{e}^{-\mathrm{i} \delta}}{\sqrt{1-|\zeta|^{2}}} \mathbb{I} \tag{71}
\end{equation*}
$$

and also

$$
\begin{equation*}
\left[a\left[\rho_{1}\right], a^{\dagger}\left[\rho_{2}\right]\right]=\frac{\mathrm{e}^{\mathrm{i} \delta}}{\sqrt{1-|\zeta|^{2}}} \mathbb{I} \tag{72}
\end{equation*}
$$

where $\mathrm{e}^{\mathrm{i} \delta}$ is given by (33). Linear combinations of $a, a^{\dagger}$ for different functions $\rho_{1}, \rho_{2}$ are also linear in $p, q$ and hence can be expressed as a linear combination of $a[\rho]$ and $a^{\dagger}[\rho]$ for any given $\rho$. For example, there exist constants $z_{1}, z_{2}$ such that for any $\rho_{1}, \rho_{2}, \rho$ and constants $c_{1}, c_{2}$ we have $c_{1} a\left[\rho_{1}\right]+c_{2} a\left[\rho_{2}\right]=z_{1} a[\rho]+z_{2} a^{\dagger}[\rho]$, where $z_{1}, z_{2}$ can be determined using (71) and (72). Similarly, the product of any two creation or annihilation operators $a, a^{\dagger}$ for different functions $\rho_{1}, \rho_{2}$ is an invariant which is quadratic in the operators $p, q$, and so can be expressed in terms of the invariants $K_{ \pm}[\rho], K_{0}[\rho]$ for any $\rho$ satisfying the Ermakov equation. By means of (68) we find
$a\left[\rho_{1}\right] a\left[\rho_{2}\right]=\frac{2 \mathrm{e}^{-\mathrm{i}\left(\delta_{1}+\delta_{2}\right)}}{\sqrt{\left(1-\left|\zeta_{1}\right|^{2}\right)\left(1-\left|\zeta_{2}\right|^{2}\right)}}\left[\frac{1}{4}\left(\zeta_{1}-\zeta_{2}\right) \mathbb{I}+K_{-}+\zeta_{1} \zeta_{2} K_{+}-2\left(\zeta_{1}+\zeta_{2}\right) K_{0}\right]$,
where $\rho_{1}, \rho_{2}$ are each related to $\rho$ by the $\zeta$-transformation (28) with corresponding parameters $\zeta_{1}, \zeta_{2}$, and phases $\delta_{1}, \delta_{2}$ given by (33). Similar relations hold for the product of any pair of creation and annihilation operators for different functions $\rho$, from which one can establish commutators amongst any pair of $K_{ \pm}, K_{0}$ for different $\rho$, and so obtain formulae which are valid for any $d$.

### 4.6. Linear Hermitean invariant, and plane wave and $\delta$-function solutions

The invariants $K_{ \pm}, K_{0}$ in (53) are quadratic in both momentum and position operators, whereas the boson invariants $a, a^{\dagger}$ defined in (45) for $d=1$ are linear in $p, q$, in particular the Hermitean invariant $\mathrm{i}\left(a^{\dagger}-a\right)$ is linear in both $p, q$, and may be used to find plane wave solutions of the TDSE. The operator $\mathrm{i}\left(a_{0}^{\dagger}-a_{0}\right)=\mathrm{i} U^{\dagger}\left(a^{\dagger}-a\right) U$ is proportional to the momentum operator $p$, the eigenfunctions of which are the non-normalizable plane waves $\phi_{k}^{0}(x)=\mathrm{e}^{\mathrm{i} k x}$, with real eigenvalues $\lambda=\hbar k$, which evolve according to $\psi_{k}=U \phi_{k}^{0}$. A general solution $\psi$ can therefore be constructed by expanding a general initial wavefunction $\psi^{0}$ as a Fourier series, and $\psi$ then appears as an integral transform of the solutions $\psi_{k}$. The construction of solutions by means of integral transforms has been investigated in [78], and as a Fourier transform by Hartley and Ray [79] but ignoring singularities which, as we discuss below, signify the appearance of distributional (i.e., $\delta$-function) solutions.

The time evolution operator is given by (40) where for $\rho$ we choose the initial conditions $\rho\left(t_{0}\right)=1, \dot{\rho}\left(t_{0}\right)=0$, in which case $T\left(t_{0}\right)=\mathbb{I}$. We explicitly evaluate $\psi_{k}=T_{\mathrm{q}} T_{\mathrm{dil}} \exp \left(-\mathrm{i} \tau H^{0} / \hbar\right) \phi_{k}^{0}$ by first computing the factor $\exp \left(-\mathrm{i} \tau H^{0} / \hbar\right) \phi_{k}^{0}$ using a BCH (Baker-Campbell-Haussdorf) formula, see for example the discussion in [108-110]. We have in general

$$
\begin{equation*}
\mathrm{e}^{\mathrm{i} a^{2} J_{+}+\mathrm{i} b^{2} J_{-}}=\mathrm{e}^{\alpha J_{0}} \mathrm{e}^{\mathrm{i} \beta J_{+}} \mathrm{e}^{\mathrm{i} \gamma J_{-}} \tag{74}
\end{equation*}
$$

where $\left\{J_{ \pm}, J_{0}\right\}$ generates the Lie algebra $\mathfrak{s l}_{2}$, i.e. $\left[J_{-}, J_{+}\right]=2 J_{0}$ and $\left[J_{0}, J_{ \pm}\right]= \pm J_{ \pm}$, and the parameters $\alpha, \beta, \gamma$ are given in terms of $a, b$ by

$$
\begin{equation*}
\alpha=-\log \cos ^{2} a b, \quad \beta=\frac{a}{2 b} \sin 2 a b, \quad \gamma=\frac{b}{a} \tan a b . \tag{75}
\end{equation*}
$$

If we identify the $\mathfrak{s l}_{2}$ generators by

$$
\begin{equation*}
J_{+}=-\frac{q^{2}}{2 \hbar}, \quad J_{-}=-\frac{p^{2}}{2 \hbar}, \quad J_{0}=\frac{\mathrm{i}}{4 \hbar}(p q+q p) \tag{76}
\end{equation*}
$$

then we find

$$
\begin{align*}
\exp \left(-\frac{\mathrm{i} \tau}{\hbar} H^{0}\right) & =\exp \left[-\frac{\mathrm{i} \log \cos ^{2} \omega_{0} \tau}{4 \hbar}(p q+q p)\right] \exp \left(-\frac{\mathrm{i} m \omega_{0} \sin 2 \omega_{0} \tau}{4 \hbar} q^{2}\right) \\
& \times \exp \left(-\frac{\mathrm{i} \tan \omega_{0} \tau}{2 m \omega_{0} \hbar} p^{2}\right) \tag{77}
\end{align*}
$$

and so the solutions $\psi_{k}(x, t)=U\left(t, t_{0}\right) \phi_{k}^{0}(x)$ of the TDSE, corresponding to the initial wavefunctions $\mathrm{e}^{\mathrm{i} k x}$, are given by

$$
\begin{gather*}
\psi_{k}(x, t)=\left(\rho \cos \omega_{0} \tau\right)^{-\frac{1}{2}} \exp \left(\frac{\mathrm{i} m \dot{\rho} x^{2}}{2 \hbar \rho}\right) \exp \left(-\frac{\mathrm{i} m \omega_{0} x^{2} \tan \omega_{0} \tau}{2 \hbar \rho^{2}}\right) \\
\times \exp \left(-\frac{\mathrm{i} \hbar k^{2} \tan \omega_{0} \tau}{2 m \omega_{0}}\right) \exp \left(\frac{\mathrm{i} k x}{\rho \cos \omega_{0} \tau}\right) \tag{78}
\end{gather*}
$$

for any real $k$.
Let $\psi^{0}(x)$ be any initial wavefunction with a Fourier transform $\widehat{\psi}_{0}$ :

$$
\begin{equation*}
\psi^{0}(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \widehat{\psi}_{0}(k) \mathrm{e}^{\mathrm{i} k x} \mathrm{~d} k \tag{79}
\end{equation*}
$$

then the unique solution of the TDSE satisfying the initial condition $\psi\left(x, t_{0}\right)=\psi^{0}(x)$ is

$$
\begin{equation*}
\psi(x, t)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \widehat{\psi}_{0}(k) \psi_{k}(x, t) \mathrm{d} k \tag{80}
\end{equation*}
$$

where $\psi_{k}(x, t)$ is given by (78). If $\psi^{0}$ is normalizable then by Parseval's theorem $\widehat{\psi}_{0}(k)$ is also normalizable, as is the solution $\psi_{k}(x, t)$ at time $t$. For example, if $\psi^{0}(x)$ is the Gaussian wavefunction corresponding to the ground state $n=0$ of the time-dependent solution (41) at the initial time $t=t_{0}$, namely

$$
\psi^{0}(x)=\left(\frac{m \omega_{0}}{\pi \hbar}\right)^{\frac{1}{4}} \exp \left(-\frac{m \omega_{0} x^{2}}{2 \hbar}\right)
$$

then the Fourier transform is

$$
\begin{equation*}
\widehat{\psi}_{0}(k)=\left(\frac{\hbar}{\pi m \omega_{0}}\right)^{\frac{1}{4}} \exp \left(-\frac{k^{2} \hbar}{2 m \omega_{0}}\right), \tag{81}
\end{equation*}
$$

and the solution at time $t$, evaluated by computing the integral (80), is given by (41) for $n=0$.
The plane wave solutions (78) may also be used to construct a distributional solution, i.e. the solution $\delta(x, t)$ of the TDSE for which the initial function is the Dirac $\delta$-function, $\delta\left(x, t_{0}\right)=\delta(x)$. Such a solution provides another means of expressing the general solution of the TDSE as an integral transform, according to

$$
\begin{equation*}
\psi(x, t)=\int_{-\infty}^{\infty} \delta(x-y, t) \psi^{0}(y) \mathrm{d} y \tag{82}
\end{equation*}
$$

where $\psi^{0}$ is any initial wavefunction. From the representation

$$
\delta(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x} \mathrm{~d} k
$$

we determine, by choosing $\widehat{\psi}_{0}(k)=1 / \sqrt{2 \pi}$ in (80), the following distributional solution of the TDSE:

$$
\begin{align*}
\delta(x, t) & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \psi_{k}(x, t) \mathrm{d} k  \tag{83}\\
& =\mathrm{e}^{-\mathrm{i} \pi / 4}\left(\frac{m \omega_{0}}{2 \pi \hbar \rho \sin \omega_{0} \tau}\right)^{\frac{1}{2}} \exp \left(\frac{\mathrm{i} m \dot{\rho} x^{2}}{2 \hbar \rho}\right) \exp \left(\frac{\mathrm{i} m \omega_{0} x^{2}}{2 \hbar \rho^{2} \tan \omega_{0} \tau}\right) \tag{84}
\end{align*}
$$

where we have substituted for $\psi_{k}(x, t)$ from (78) and used the Fresnel integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k y} \mathrm{e}^{-\mathrm{i} a k^{2}} \mathrm{~d} k=\mathrm{e}^{-\mathrm{i} \pi / 4} \sqrt{\frac{\pi}{a}} \exp \left(\frac{\mathrm{i} y^{2}}{4 a}\right), \quad a>0 \tag{85}
\end{equation*}
$$

The fact that the solution (84) reduces to $\delta(x)$ at $t=t_{0}$ can be verified by first defining the following complex function, an approximate $\delta$-function, for any $\varepsilon>0$ :

$$
\begin{equation*}
\delta^{\varepsilon}(x)=\frac{\mathrm{e}^{-\mathrm{i} \pi / 4}}{\sqrt{4 \pi \varepsilon}} \exp \left(\frac{\mathrm{i} x^{2}}{4 \varepsilon}\right) \tag{86}
\end{equation*}
$$

then from (85) we have $\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x} \mathrm{e}^{-\mathrm{i} \varepsilon k^{2}} \mathrm{~d} k=2 \pi \delta^{\varepsilon}(x)$ and also, from the complex conjugate of (85), $\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x} \delta^{\varepsilon}(x) \mathrm{d} x=\mathrm{e}^{-\mathrm{i} \varepsilon k^{2}}$. In particular, at $k=0$ we have $\int_{-\infty}^{\infty} \delta^{\varepsilon}(x) \mathrm{d} x=1$ for every $\varepsilon>0$. More generally, for any function $f$ with a Fourier transform $f$ we have formally:
$\int_{-\infty}^{\infty} f(x) \delta^{\varepsilon}(x) \mathrm{d} x=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \widehat{f}(k)\left(\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} k x} \delta^{\varepsilon}(x) \mathrm{d} x\right) \mathrm{d} k=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \widehat{f}(k) \mathrm{e}^{-\mathrm{i} \varepsilon k^{2}} \mathrm{~d} k$.
Hence, as $\varepsilon \rightarrow 0$ we have $\int_{-\infty}^{\infty} f(x) \delta^{\varepsilon}(x) \mathrm{d} x \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \widehat{f}(k) \mathrm{d} k=f(0)$ and so in the sense of distributions we have $\delta^{\varepsilon}(x) \rightarrow \delta(x)$ as $\varepsilon \rightarrow 0$ (see for example chapter 12 of [80]). We find from the solution (84) that $\delta(x, t) / \delta^{\varepsilon}(x) \rightarrow 1$ as $t \rightarrow t_{0}$ where $\varepsilon=\left(t-t_{0}\right) \hbar /(2 m)$, which demonstrates that indeed the solution (84) satisfies $\delta\left(x, t_{0}\right)=\delta(x)$.

Generally, the solutions (78) and (84) exist as functions only within restricted time intervals due to the appearance of zeros in the denominator. The factors $f=\rho \cos \omega_{0} \tau$ or $f=\rho \sin \omega_{0} \tau$ each satisfy the linear classical harmonic oscillator equation (26), as discussed in section 4.1, and if the given frequency $\omega(t)$ satisfies the condition (35) for example, then $\cos \omega_{0} \tau$ and $\sin \omega_{0} \tau$ each have an infinite number of zeros for $t>t_{0}$. The consequent singularities in the solutions (78) or (84) signify the appearance of $\delta$-functions, as already demonstrated for (84) at $t=t_{0}$. In order to verify this more generally, consider (78) at the time $t=t_{1}$ for which $\omega_{0} \tau\left(t_{1}\right)=\pi / 2$, i.e. at $t=t_{1}=\tau^{-1}\left(\pi /\left(2 \omega_{0}\right)\right)$. For small $t-t_{1}>0$ we have
$\psi_{k}(x, t)=\mathrm{e}^{-\mathrm{i} \pi / 4} \sqrt{\frac{2 \pi \hbar \rho\left(t_{1}\right)}{m \omega_{0}}} \exp \left(-\frac{\mathrm{i} m \dot{\rho}\left(t_{1}\right) x^{2}}{2 \hbar \rho\left(t_{1}\right)}\right) \delta^{\varepsilon}\left(x-\frac{\hbar k \rho\left(t_{1}\right)}{m \omega_{0}}\right)+O\left(t-t_{1}\right)^{1 / 2}$,
where $\delta^{\varepsilon}$ is defined by (86), with $\varepsilon=\left(t-t_{1}\right) \hbar /(2 m)$. Hence

$$
\psi_{k}\left(x, t_{1}\right)=\mathrm{e}^{-\mathrm{i} \pi / 4} \sqrt{\frac{2 \pi \hbar \rho\left(t_{1}\right)}{m \omega_{0}}} \exp \left(-\frac{\mathrm{i} m \dot{\rho}\left(t_{1}\right) x^{2}}{2 \hbar \rho\left(t_{1}\right)}\right) \delta\left(x-\frac{\hbar k \rho\left(t_{1}\right)}{m \omega_{0}}\right),
$$

and similarly at other zeros of $\cos \omega_{0} \tau$.
In $d$ dimensions the general solution can be constructed by means of the $d$-dimensional Fourier transform, which for radial solutions reduces to a Hankel transform. We again reorder the operator $\exp \left(-\mathrm{i} \tau H^{0} / \hbar\right)$ by means of the BCH formula as shown in (77), and the eigenfunctions of $\boldsymbol{p}^{2}$ with eigenvalues $\hbar^{2} k^{2}$ are given by the product of time-independent angular components and the radial functions

$$
\begin{equation*}
\phi_{k, \ell}^{0}(r)=r^{1-\frac{d}{2}} J_{\ell-1+\frac{d}{2}}(k r), \tag{87}
\end{equation*}
$$

where $J$ denotes a Bessel function of the first kind. These functions are regular at the origin, with parity $(-1)^{\ell}$, and for $d=1$ and $\ell=0,1$ reduce to the usual trigonometric functions. The solution of the radial TDSE is

$$
\begin{align*}
\psi_{k, \ell}(r, t)= & \frac{r^{1-\frac{d}{2}}}{\rho \cos \omega_{0} \tau} J_{\ell-1+\frac{d}{2}}\left(\frac{k r}{\rho \cos \omega_{0} \tau}\right) \exp \left(\frac{\mathrm{i} m \dot{\rho} r^{2}}{2 \hbar \rho}\right) \\
& \quad \times \exp \left(-\frac{\mathrm{i} m \omega_{0} r^{2} \tan \omega_{0} \tau}{2 \hbar \rho^{2}}\right) \exp \left(-\frac{\mathrm{i} \hbar k^{2} \tan \omega_{0} \tau}{2 m \omega_{0}}\right), \tag{88}
\end{align*}
$$

and at the initial time reduces to the functions (87). The radial solution which evolves from an initial wavefunction $\psi_{0}(r)=\psi_{\ell}\left(r, t_{0}\right)$, which we assume carries definite angular momentum $\ell$, is constructed by superposition:

$$
\begin{equation*}
\psi_{\ell}(r, t)=\int_{0}^{\infty} \widehat{\psi}_{0}(k) \sqrt{k} \psi_{k, \ell}(r, t) \mathrm{d} k \tag{89}
\end{equation*}
$$

where $\widehat{\psi}_{0}$ is related to the Hankel transform of $\psi_{0}(r)$. Specifically, the Hankel transform $\mathcal{H}_{v}[g](k)$ of a suitable function $g$ is defined $[112,113]$ by

$$
\mathcal{H}_{\nu}[g](k)=\int_{0}^{\infty} g(r) \sqrt{k r} J_{v}(k r) \mathrm{d} r,
$$

and is a self-reciprocal integral transform. The function $\widehat{\psi}_{0}$ in (89) is given by

$$
\widehat{\psi}_{0}(k)=\mathcal{H}_{\ell-1+\frac{d}{2}}\left[r^{\frac{1}{2}(d-1)} \psi_{0}(r)\right](k),
$$

and so (89) is the unique solution of the radial TDSE satisfying the initial condition $\psi_{\ell}\left(r, t_{0}\right)=\psi_{0}(r)$.

## 5. Translations

Whereas in section 3 we considered time-dependent unitary transformations $T$ which included dilatations, we now investigate the case where $T$ comprises time-dependent translations in $d$ dimensions. We choose $H^{0}$ as before in (10), with eigenfunctions $\phi_{\lambda}^{0}(\boldsymbol{x})$ and eigenvalues $\lambda$, and define

$$
\begin{equation*}
T=\mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \exp \left(\frac{\mathrm{i} \boldsymbol{\alpha} \cdot \boldsymbol{q}}{\hbar}\right) \exp \left(-\frac{\mathrm{i} \boldsymbol{\sigma} \cdot \boldsymbol{p}}{\hbar}\right) \tag{90}
\end{equation*}
$$

where $\boldsymbol{\alpha}, \boldsymbol{\sigma}$ are any vector functions of time, and where $\gamma(t)$ is included for convenience. The quadratic invariant $I=T H^{0} T^{\dagger}$ is given by

$$
\begin{equation*}
I=\frac{1}{2 m}(\boldsymbol{p}-\boldsymbol{\alpha})^{2}+U(\boldsymbol{q}-\boldsymbol{\sigma}) \tag{91}
\end{equation*}
$$

and we have $\mathrm{i} \hbar(\partial T / \partial t) T^{\dagger}=\dot{\boldsymbol{\sigma}} \cdot(\boldsymbol{p}-\boldsymbol{\alpha})-\dot{\boldsymbol{\alpha}} \cdot \boldsymbol{q}+m \dot{\gamma}$. We choose $F(I, t)=I / \rho^{2}$ where $\rho$ is strictly positive, then according to (5) we have the Hamiltonian

$$
\mathcal{H}=\frac{1}{2 m \rho^{2}}(\boldsymbol{p}-\boldsymbol{\alpha})^{2}+\dot{\boldsymbol{\sigma}} \cdot(\boldsymbol{p}-\boldsymbol{\alpha})-\dot{\boldsymbol{\alpha}} \cdot \boldsymbol{q}+\frac{1}{\rho^{2}} U(\boldsymbol{q}-\boldsymbol{\sigma})+m \dot{\gamma}
$$

in which the terms linear in $\boldsymbol{p}$ cancel provided $\boldsymbol{\alpha}=m \rho^{2} \dot{\boldsymbol{\sigma}}$. If we also choose $\rho=1$ then we find $\mathcal{H}(t)=\boldsymbol{p}^{2} / 2 m+V(\boldsymbol{x}, t)$ with

$$
\begin{equation*}
V(\boldsymbol{x}, t)=U(\boldsymbol{x}-\boldsymbol{\sigma})-m \ddot{\boldsymbol{\sigma}} \cdot \boldsymbol{x}-\frac{m}{2} \dot{\boldsymbol{\sigma}} \cdot \dot{\boldsymbol{\sigma}}+m \dot{\gamma} \tag{92}
\end{equation*}
$$

and an exact solution of the TDSE is

$$
\begin{equation*}
\psi_{\lambda}(\boldsymbol{x}, t)=\mathrm{e}^{-\mathrm{i} \lambda\left(t-t_{0}\right) / \hbar} \mathrm{e}^{-\mathrm{i} \gamma / \hbar} \exp \left(\frac{\mathrm{i} m \dot{\boldsymbol{\sigma}} \cdot \boldsymbol{x}}{\hbar}\right) \phi_{\lambda}^{0}(\boldsymbol{x}-\boldsymbol{\sigma}) \tag{93}
\end{equation*}
$$

Various models with time-dependent terms may be investigated by means of timedependent translations possibly combined with dilatations, for example the infinite square well for $d=1$ with independently moving left and right walls has been considered in [45, 42, 46], also the harmonic oscillator with time-dependent linear terms, see for example [114, 21] (chapter 18).

The linear potential with a time-dependent coefficient has been extensively discussed, see for example Myers [115] (1960) and [116], also more recently [117-123]. In this case the time-dependent Hamiltonian (for $d=1$ ) is

$$
\begin{equation*}
\mathcal{H}=\frac{p^{2}}{2 m}+Z(t) x \tag{94}
\end{equation*}
$$

where $Z$ is a given function of $t$, and solutions of the TDSE may be found by means of either translations or dilatations with the dilatation function $\rho$ given by (19), as discussed in section 3.1. We demonstrate how, by suitable choice of $H^{0}$, we may find solutions in several forms, firstly plane wave solutions and hence the general solution expressed as an integral transform, using either the Fourier transform or the distributional solution. We also find solutions which are eigenfunctions of invariants which are quadratic in $p$ and linear or quadratic in $q$, and also coherent state solutions including $\mathfrak{s u}(1,1)$ coherent states.

We choose firstly $H^{0}=p^{2} /(2 m)+Z_{0} x$ for constant $Z_{0}$, i.e. $U(x)=Z_{0} x$ in (92) which together with $m \ddot{\sigma}=Z_{0}-Z(t)$ and a suitable choice of $\gamma$ gives $V(x, t)=Z(t) x$. The solutions (93) of the TDSE may be expressed in terms of Airy functions (as found in $[117,120,124]$ ) which appear as the eigenfunctions $\phi_{\lambda}^{0}$ of $H^{0}$, and the time evolution operator is given by (8), but can be re-arranged into the form (97) shown below.

We obtain a linear invariant by choosing $H^{0}=p$, with $T$ again given by (90) leading to $I=p-\alpha$ and then, by means of the formula (5) and the choice $F(I, t)=I^{2} / 2 m$, we obtain the Hamiltonian (94) provided $m \ddot{\sigma}=-Z(t)$ with $\alpha=m \dot{\sigma}$ and $2 \dot{\gamma}=\dot{\sigma}^{2}$. The eigenfunctions of $H^{0}=p$ are the plane waves $\phi_{k}^{0}(x)=\mathrm{e}^{\mathrm{i} k x}$ with eigenvalues $\lambda=\hbar k$ and so according to (6) the corresponding solutions $\psi_{k}$ of the TDSE are given by

$$
\begin{equation*}
\psi_{k}(x, t)=\mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \mathrm{e}^{\mathrm{i} m \dot{\sigma} x / \hbar} \mathrm{e}^{\mathrm{i} k(x-\sigma)} \exp \left[-\frac{\mathrm{i} \hbar k^{2}\left(t-t_{0}\right)}{2 m}\right] . \tag{95}
\end{equation*}
$$

We choose the initial values $\sigma\left(t_{0}\right)=0=\alpha\left(t_{0}\right)=\gamma\left(t_{0}\right)$ which implies $\dot{\sigma}\left(t_{0}\right)=0$, specifically, given $Z(t)$ we define

$$
\begin{equation*}
\sigma(t)=\frac{1}{m} \int_{t_{0}}^{t}(s-t) Z(s) \mathrm{d} s \tag{96}
\end{equation*}
$$

with corresponding expressions for $\alpha(t)$ and $\gamma(t)$, then from (90) we have $T\left(t_{0}\right)=\mathbb{I}$ and the initial wavefunction is $\psi_{k}^{0}(x)=\psi_{k}\left(x, t_{0}\right)=\mathrm{e}^{\mathrm{i} k x}$. The general solution of the TDSE can be expressed as an integral transform by firstly writing $\psi^{0}$ as a Fourier transform, as shown in (79), and then the solution $\psi(x, t)$ at any later time is given by (80), where now $\psi_{k}(x, t)$ is given by (95). According to (8) the time evolution operator is given by

$$
\begin{equation*}
U\left(t, t_{0}\right)=\mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \mathrm{e}^{\mathrm{i} m \dot{\sigma} q / \hbar} \mathrm{e}^{-\mathrm{i} \sigma p / \hbar} \exp \left[-\frac{\mathrm{i}\left(t-t_{0}\right) p^{2}}{2 m \hbar}\right] \tag{97}
\end{equation*}
$$

which satisfies the TDSE with the initial condition $U\left(t_{0}, t_{0}\right)=\mathbb{I}$, and has a form which is well known [116, 124-126] for both time-independent and time-dependent cases.

Having determined the plane wave solutions (95) we may also compute the distributional solution $\delta(x, t)$ with the initial value $\delta(x)$, according to the formula (83). With the help of the integral (85) we find

$$
\begin{equation*}
\delta(x, t)=\mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \mathrm{e}^{\mathrm{i} m \dot{\sigma} x / \hbar} \delta^{\varepsilon}(x-\sigma), \tag{98}
\end{equation*}
$$

where $\delta^{\varepsilon}$ is defined in (86), with $\varepsilon=\left(t-t_{0}\right) \hbar /(2 m)$. The function $\delta(x, t)$ satisfies the TDSE and at $t=t_{0}$ takes the value $\delta(x)$ as discussed following equation (85). The general solution of the TDSE, for any initial wavefunction $\psi^{0}(x)$, may now be represented as the integral transform (82).

Since $U\left(t, t_{0}\right)$ in (97) is an element of the inhomogeneous $\operatorname{SU}(1,1)$ group, the invariant $I=U \mathcal{O} U^{\dagger}$, where $\mathcal{O}$ equals $p, q$ or a quadratic combination of $p, q$, is likewise linear or quadratic in $p, q$, as is the case also for the harmonic oscillator. A second linear invariant, additional to $I=p-m \dot{\sigma}$, leads to coherent state solutions in which we choose the initial wavefunction to be the coherent state $\phi_{\alpha}^{0}(x)$ in (47), i.e. the eigenfunction of the boson annihilation operator $a_{0}$ shown in (44). In this case $H^{0}=a_{0}$ and the corresponding invariant is the boson operator $a=U a_{0} U^{\dagger}$ where $U$ is given in (97). Explicitly

$$
\begin{equation*}
a=\sqrt{\frac{m \omega_{0}}{2 \hbar}}\left[q-\sigma-\frac{t-t_{0}}{m}(p-m \dot{\sigma})\right]+\frac{\mathrm{i}}{\sqrt{2 m \omega_{0} \hbar}}(p-m \dot{\sigma}) \tag{99}
\end{equation*}
$$

The time-dependent coherent state $\psi_{\alpha}$ which satisfies the TDSE is therefore given by $\psi_{\alpha}(x, t)=U\left(t, t_{0}\right) \phi_{\alpha}^{0}(x)$ and may be determined in several ways, for example directly by using (97), or by means of the formula (82) in which $\psi^{0}=\phi_{\alpha}^{0}$ is the coherent state (47) and $\delta(x, t)$ is given by (98). The explicit solution, for any complex $\alpha$, is

$$
\begin{align*}
& \psi_{\alpha}(x, t)=\left(\frac{m \omega_{0}}{\pi \hbar}\right)^{\frac{1}{4}} \mathrm{e}^{-|\alpha|^{2} / 2} \mathrm{e}^{-\alpha^{2} / 2} \mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \mathrm{e}^{\mathrm{i} m \dot{\sigma} x / \hbar}\left[1+\mathrm{i} \omega_{0}\left(t-t_{0}\right)\right]^{-1 / 2} \\
& \quad \times \exp \left[\frac{\mathrm{i} \omega_{0}\left(t-t_{0}\right) \alpha^{2}}{1+\mathrm{i} \omega_{0}\left(t-t_{0}\right)}\right] \exp \left[-\frac{m \omega_{0}(x-\sigma)^{2}}{2 \hbar\left(1+\mathrm{i} \omega_{0}\left(t-t_{0}\right)\right)}+\frac{\alpha(x-\sigma)}{1+\mathrm{i} \omega_{0}\left(t-t_{0}\right)} \sqrt{\frac{2 m \omega_{0}}{\hbar}}\right] \tag{100}
\end{align*}
$$

and reduces to the coherent state (47) at the initial time $t=t_{0}$. This function is normalized to unity and is an eigenfunction of the invariant $a$ with eigenvalue $\alpha$.

From the boson invariant (99) we can form the quadratic invariant $I=\hbar \omega_{0}\left\{a, a^{\dagger}\right\} / 2$ which has eigenvalues $\hbar \omega_{0}(n+1 / 2)$ and for which the eigenfunctions and hence solutions of the TDSE take the familiar form $\psi_{n}(x, t)=\langle x|\left(a^{\dagger}\right)^{n}|0, t\rangle$ where the time-dependent vacuum is given by (100) with $\alpha=0$, and the boson invariant $a^{\dagger}$ is the Hermitean conjugate of (99). We may determine these solutions directly by means of $U\left(t, t_{0}\right)$ as given in (97), which we re-order using the BCH formula (77) in which we choose the dilatation function

$$
\begin{equation*}
\rho^{2}=1+\omega_{0}^{2}\left(t-t_{0}\right)^{2} \tag{101}
\end{equation*}
$$

which satisfies the Ermakov equation (25) with $\omega(t)=0$. The function $\tau$ defined by (21) is given by $\tau=\arctan \omega_{0}\left(t-t_{0}\right) / \omega_{0}$, hence
$\exp \left[-\frac{\mathrm{i}\left(t-t_{0}\right) p^{2}}{2 m \hbar}\right]=\exp \left[\frac{\mathrm{i} m \dot{\rho} q^{2}}{2 \hbar \rho}\right] \exp \left[-\frac{\mathrm{i} \log \rho(p q+q p)}{2 \hbar}\right] \exp \left[-\frac{\mathrm{i} \tau H_{\mathrm{HO}}^{0}}{\hbar}\right]$,
where the time-independent harmonic oscillator Hamiltonian $H^{0}=H_{\mathrm{HO}}^{0}$ is given by (24). Denote by $\psi_{n}(x)$ the eigenfunctions of $H_{\mathrm{HO}}^{0}$ (i.e., the functions (41) in which $\rho \rightarrow 1$ and omitting the time-dependent phase) then the solutions $\psi_{n}(x, t)=U\left(t, t_{0}\right) \psi_{n}(x)$ of the TDSE for the Hamiltonian (94), which are also eigenfunctions of $I=\hbar \omega_{0}\left\{a, a^{\dagger}\right\} / 2$, are given by
$\psi_{n}(x, t)=\mathrm{e}^{-\mathrm{i} m \gamma / \hbar} \mathrm{e}^{\mathrm{i} m \dot{\sigma} x / \hbar} \mathrm{e}^{-\mathrm{i}\left(n+\frac{1}{2}\right) \omega_{0} \tau} \exp \left[\frac{\mathrm{i} m \dot{\rho}(x-\sigma)^{2}}{2 \hbar \rho}\right] \psi_{n}\left(\frac{x-\sigma}{\rho}\right)$,
where $\sigma, \rho$ are given by (96) and (101). The vacuum state $\psi_{0}(x, t)$ agrees with (100) at $\alpha=0$ as follows from $1+\mathrm{i} \omega_{0}\left(t-t_{0}\right)=\rho \mathrm{e}^{\mathrm{i} \omega_{0} \tau}$.

We may define $\mathfrak{s u}(1,1)$ generators as in $(50)$ and therefore also $\mathfrak{s u}(1,1)$ coherent state solutions of the TDSE, as explained in section 4.4 for the harmonic oscillator. Barut-Girardello coherent states, defined as eigenfunctions of $K_{-}$, are given by the even and odd parts of the coherent states (100), regarded as functions of $x$. Perelomov coherent states are defined by (57) or (58) and the excited states are given by (65). As observed in section 4.4 these states are eigenfunctions of $K_{\zeta}^{0}$ as defined by (61) and can be determined by performing the $\zeta$ transformation (28) on the dilatation function $\rho$ which satisfies the Ermakov equation (25). The special solution $\rho$ in (101), which satisfies the Ermakov equation $\rho^{3} \ddot{\rho}=\omega_{0}^{2}$ with the initial conditions $\rho\left(t_{0}\right)=1, \dot{\rho}\left(t_{0}\right)=0$, leads by means of (28) to the following general solution $\rho_{\zeta}$ :

$$
\rho_{\zeta}^{2}=\frac{\left[1+\zeta+\mathrm{i} \omega_{0}\left(t-t_{0}\right)(1-\zeta)\right]\left[1+\bar{\zeta}-\mathrm{i} \omega_{0}\left(t-t_{0}\right)(1-\bar{\zeta})\right]}{1-|\zeta|^{2}}
$$

where $|\zeta|<1$. The excited Perelomov states are eigenfunctions of the quadratic invariant $I=\hbar \omega_{0}\left\{a, a^{\dagger}\right\} / 2$ in which we replace $\rho \rightarrow \rho_{\zeta}$, and hence the Perelomov coherent states $\psi_{n, \zeta}(x, t)$ are obtained by replacing $\rho \rightarrow \rho_{\zeta}$ in the functions $\psi_{n}(x, t)$ in (102), together with $\tau \rightarrow \tau_{\zeta}$ where $\tau_{\zeta}$ is defined by (31) and may be calculated using (30). An alternative parametrization of the general solution $\rho_{\zeta}$ in terms of real parameters $a, b$ is shown in (19) and leads to simpler expressions. Because these $\mathfrak{s u}(1,1)$ coherent states evolve unitarily according to the TDSE they have the same overlap properties at equal times as the initial time-independent states.

In general, time-dependent translations allow static systems to be set into motion in which the Hamiltonian is modified by means of a translated potential and additional time-dependent terms which are linear in position.

## 6. Rotations

Having considered dilatations and translations we now investigate the case where $T$ includes rotations in dimension $d=2$, 3. If $H^{0}$ is as given in (10) then the corresponding Hamiltonian $\mathcal{H}$ in (5) can be arranged in the form of the Hamiltonian $\mathcal{H}_{\mathrm{em}}$ for an electromagnetic system:

$$
\begin{equation*}
\mathcal{H}_{\mathrm{em}}=\frac{1}{2 m}\left(\boldsymbol{p}-\frac{e}{c} \boldsymbol{A}\right)^{2}+e \Phi \tag{103}
\end{equation*}
$$

where $\boldsymbol{A}, \Phi$ are time-dependent vector and scalar potentials. Dynamical invariants when the scalar potential $\Phi$ is quadratic in $r$ and solutions of the corresponding TDSE have been investigated by Lewis and Riesenfeld [3], also in [4, 127]. Solutions in which the Hamiltonian $\mathcal{H}$ is a time-dependent linear combination of the rotation generators $\boldsymbol{J}$ only have been considered by Perelomov ([21], chapter 19) using coherent states and also in [128] (chapter 3) by means of unitary transformations. In this case $T$ corresponds to the time evolution operator $U$ and is an element of the rotation group. Other work for the electromagnetic system (103) with a time-dependent uniform magnetic field is that of Dodonov et al [88] which investigates linear invariants, also [116, 129-132].

Here we apply the construction described in section 2 , firstly for $d=2$, where $T$ consists of rotations and dilatations with $H^{0}$ of the form (10), and find a dynamical invariant and solutions of the corresponding TDSE for the Hamiltonian (103) for a uniform time-dependent magnetic field, with the scalar potential of a specified form. We generalize this to $d=3$ and furthermore demonstrate that, by choosing $H^{0}$ to be a time-independent electromagnetic Hamiltonian, we may construct a dynamical invariant and solutions of the TDSE for an electromagnetic Hamiltonian in which the time-dependent magnetic and electric fields have a nontrivial spatial dependence.

### 6.1. Rotations in two dimensions

Rotations in two dimensions are performed by the unitary operator

$$
\begin{equation*}
T_{\text {rot }}[\theta]=\exp \left[-\frac{\mathrm{i}}{\hbar} \theta\left(q_{1} p_{2}-q_{2} p_{1}\right)\right] \tag{104}
\end{equation*}
$$

where $\theta=\theta(t)$ is any time-dependent angle. For any function $f$ we have $T_{\text {rot }} f(\boldsymbol{x}) T_{\text {rot }}^{\dagger}=$ $f\left(\boldsymbol{x}_{R}\right)$ where the column vector $\boldsymbol{x}_{R}=R(\theta) \boldsymbol{x}$ denotes the time-dependent rotated coordinate vector, where the rotation matrix is given by

$$
R(\theta)=\left(\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right)
$$

For convenience let us include also dilatations, and define $T=T_{\text {dil }} T_{\text {rot }}$ where $T_{\text {dil }}, T_{\text {rot }}$ are defined by (11) and (104) respectively, and choose $H^{0}=\boldsymbol{p}^{2} / 2 m+U(\boldsymbol{x})$ where the potential $U$ need not be radial. Then the invariant is

$$
\begin{equation*}
I=T H^{0} T^{\dagger}=\frac{\rho^{2} \boldsymbol{p}^{2}}{2 m}+U\left(\boldsymbol{x}_{T}\right) \tag{105}
\end{equation*}
$$

where $\boldsymbol{x}_{T}=\boldsymbol{x}_{R} / \rho=R \boldsymbol{x} / \rho$ denotes the $T$-transformed coordinate vector. We also choose $F(I, t)=I / \rho^{2}$ then according to (5) the corresponding time-dependent Hamiltonian is

$$
\mathcal{H}=\frac{\boldsymbol{p}^{2}}{2 m}+\frac{1}{\rho^{2}} U\left(\boldsymbol{x}_{T}\right)+\dot{\theta}\left(q_{1} p_{2}-q_{2} p_{1}\right)+\frac{\dot{\rho}}{2 \rho}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p}),
$$

which takes the form of the electromagnetic Hamiltonian $\mathcal{H}_{\mathrm{em}}$ in (103) upon identifying

$$
\boldsymbol{A}(\boldsymbol{x}, t)=-\frac{m c \dot{\rho}}{e \rho} \boldsymbol{x}-\frac{m c \dot{\theta}}{e} \boldsymbol{x}^{\perp}
$$

where $\boldsymbol{x}^{\perp}=\left(-x_{2}, x_{1}\right)$, and

$$
\begin{equation*}
\Phi(\boldsymbol{x}, t)=-\frac{m}{2 e}\left(\frac{\dot{\rho}^{2}}{\rho^{2}}+\dot{\theta}^{2}\right) \boldsymbol{x}^{2}+\frac{1}{e \rho^{2}} U\left(\boldsymbol{x}_{T}\right) \tag{106}
\end{equation*}
$$

The uniform time-dependent magnetic field is given by $B=\partial_{1} A_{2}-\partial_{2} A_{1}=-2 m c \dot{\theta} / e$ hence, given $B=B(t)$, we may determine $\theta=\theta(t)$. The electric field $\boldsymbol{E}=-\nabla \Phi-\partial \boldsymbol{A} / c \partial t$ has the expression

$$
\boldsymbol{E}(\boldsymbol{x}, t)=\frac{m}{e}\left(\frac{\ddot{\rho}}{\rho}+\dot{\theta}^{2}\right) \boldsymbol{x}+\frac{m}{e} \ddot{\theta} \boldsymbol{x}^{\perp}-\frac{1}{e \rho^{2}} \nabla U\left(\boldsymbol{x}_{T}\right)
$$

from which, given $\boldsymbol{E}$, we also identify $\rho$. Solutions $\psi_{\lambda}$ of the TDSE are given by the general formula (6), specifically

$$
\begin{equation*}
\psi_{\lambda}(\boldsymbol{x}, t)=\rho^{-d / 2} \exp \left(-\frac{\mathrm{i} \lambda \tau}{\hbar}\right) \phi_{\lambda}^{0}\left(\frac{R \boldsymbol{x}}{\rho}\right) \tag{107}
\end{equation*}
$$

with $d=2$, where $\tau$ is defined by (21) and where $\phi_{\lambda}^{0}(\boldsymbol{x})$ denotes the eigenfunctions of $H^{0}$ with eigenvalues $\lambda$. The time evolution operator is given by (8):

$$
\begin{equation*}
U\left(t, t_{0}\right)=T_{\mathrm{dil}} T_{\mathrm{rot}} \exp \left(-\frac{\mathrm{i} \tau}{\hbar} H^{0}\right) \tag{108}
\end{equation*}
$$

where we have chosen the initial conditions $\rho\left(t_{0}\right)=1, \theta\left(t_{0}\right)=0$, which ensure that $T\left(t_{0}\right)=\mathbb{I}$.
As an example, if $U(\boldsymbol{x})$ is radial and quadratic, corresponding to the isotropic harmonic oscillator for $d=2$, then the scalar potential (106) is also radial and the eigenfunctions $\phi_{\lambda}^{0}$ of $H^{0}$ are a product of angular functions and radial functions, depending on $\ell$, which may be expressed in terms of Laguerre polynomials, as discussed in section 4. More
generally, if $U(\boldsymbol{x})$ corresponds to the non-isotropic harmonic oscillator, for which $\Phi$ is no longer radial, the eigenfunctions $\phi_{\lambda}^{0}$ are a product of one-dimensional harmonic oscillator wavefunctions. In this case we write $H^{0}=H_{1}^{0}+H_{2}^{0}$ as the sum of commuting onedimensional harmonic oscillator Hamiltonians $H_{i}^{0}$, with corresponding eigenfunctions $\phi_{n_{i}}^{0}\left(x_{i}\right)$ and eigenvalues $\lambda_{i}=\hbar \omega_{i}^{0}\left(n_{i}+1 / 2\right)$ for $i=1,2$. We also have two commuting invariants $I_{i}=T H_{i}^{0} T^{\dagger}, i=1,2$ and, by choosing $F\left(I_{1}, I_{2}, t\right)=\left(I_{1}+I_{2}\right) / \rho^{2}$, we may determine solutions $\psi_{n_{1}, n_{2}}$ of the TDSE by applying the formula (6). Invariants other than (105) can also be constructed using the time evolution operator $U$, for example the two-component vector invariant $\boldsymbol{I}=U \boldsymbol{p} U^{\dagger}$ can be used to write the solution as a two-dimensional integral transform, similar to that for the harmonic oscillator as outlined in section 4.6.

We may generalize the two-dimensional system discussed here to allow for a magnetic field which is not spatially uniform, by choosing $H^{0}$ to be a time-independent electromagnetic Hamiltonian, however we investigate this case by proceeding directly to $d=3$.

### 6.2. Rotations in three dimensions

The unitary operator $T_{\text {rot }}$ which performs three-dimensional rotations may be parametrized by three angles, for example a parametrization by means of the Euler angles $\alpha, \beta$, $\gamma$, which are functions of time, is

$$
\begin{equation*}
T_{\text {rot }}[\alpha, \beta, \gamma]=\mathrm{e}^{-\mathrm{i} \alpha J_{3} / \hbar} \mathrm{e}^{-\mathrm{i} \beta J_{2} / \hbar} \mathrm{e}^{-\mathrm{i} \gamma J_{3} / \hbar} \tag{109}
\end{equation*}
$$

where the generators $\boldsymbol{J}=\boldsymbol{q} \times \boldsymbol{p}$ satisfy $\boldsymbol{J} \times \boldsymbol{J}=\mathrm{i} \hbar \boldsymbol{J}$. We have

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial T_{\mathrm{rot}}}{\partial t} T_{\mathrm{rot}}^{\dagger}=\boldsymbol{b} \cdot \boldsymbol{J} \tag{110}
\end{equation*}
$$

where $\boldsymbol{b}=\left(b_{1}, b_{2}, b_{3}\right)$ is given explicitly, for the Euler angle parametrization, by

$$
\begin{aligned}
& b_{1}=-\dot{\beta} \sin \alpha+\dot{\gamma} \cos \alpha \sin \beta \\
& b_{2}=\dot{\beta} \cos \alpha+\dot{\gamma} \sin \alpha \sin \beta \\
& b_{3}=\dot{\alpha}+\dot{\gamma} \cos \beta
\end{aligned}
$$

For a given vector $\boldsymbol{b}(t)$ we therefore integrate these equations in order to determine the angles $\alpha, \beta, \gamma$ and hence obtain the explicit operator $T_{\text {rot }}$. The rotated coordinate column vector $\boldsymbol{x}_{R}$ is given by $T_{\text {rot }} \boldsymbol{x} T_{\text {rot }}^{\dagger}=\boldsymbol{x}_{R}=R \boldsymbol{x}$, where $R$ is the real $3 \times 3$ orthogonal time-dependent matrix with unit determinant corresponding to the rotation operator $T_{\text {rot }}$. In the Euler angle parametrization, $R$ is given by the transpose of the right-hand side of (109) in which the generators $\boldsymbol{J}$ are replaced by their three-dimensional matrix representations $\left(J_{i}\right)_{j k}=-\mathrm{i} \hbar \varepsilon_{\mathrm{i} j k}$. It follows from (110) that $R$ satisfies $\left(R^{t} \dot{R}\right)_{\mathrm{i} j}=\varepsilon_{\mathrm{i} j k} b_{k}$, where $R^{t}$ denotes the transpose (i.e., inverse) of $R$.

We now find exact solutions to the TDSE for the Hamiltonian $\mathcal{H}_{\mathrm{em}}$ given by (103) where the time-dependent fields $\boldsymbol{A}, \Phi$ take a form as specified below. We begin with the timeindependent Hamiltonian

$$
H^{0}=\frac{1}{2 m}\left(p-\frac{e}{c} A^{0}\right)^{2}+e \Phi^{0}
$$

where the given fields $\boldsymbol{A}^{0}, \Phi^{0}$ are functions of position $\boldsymbol{x}$ only, which generalizes the previous choice for $H^{0}$ in (10). Following again the construction outlined in section 2, we choose the unitary operator $T=T_{\text {dil }} T_{\text {rot }}$ where $T_{\text {dil }}, T_{\text {rot }}$ are defined by (11) and (109) respectively and compute the invariant

$$
I=T H^{0} T^{\dagger}=\frac{\rho^{2}}{2 m}\left[\boldsymbol{p}-\frac{e}{c \rho} \boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)\right]^{2}+e \Phi^{0}\left(\boldsymbol{x}_{T}\right)
$$

where $\boldsymbol{x}_{T}=\boldsymbol{x}_{R} / \rho=\boldsymbol{R} \boldsymbol{x} / \rho$, and where the time-dependent vector field $\boldsymbol{A}_{\boldsymbol{R}}$ is defined by $\boldsymbol{A}_{R}=R^{t} \boldsymbol{A}^{0}$, where we regard $\boldsymbol{A}^{0}$ as a column vector. The time dependence of $\boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)$ arises therefore both from the elements of $R^{t}$ and the argument $R x / \rho$.

Upon choosing $F(I, t)=I / \rho^{2}$ we obtain the following Hamiltonian:
$\mathcal{H}=\frac{1}{2 m}\left[\boldsymbol{p}-\frac{e}{c \rho} \boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)\right]^{2}+\frac{e}{\rho^{2}} \Phi^{0}\left(\boldsymbol{x}_{T}\right)+\boldsymbol{b} \cdot \boldsymbol{J}+\frac{\dot{\rho}}{2 \rho}(\boldsymbol{p} \cdot \boldsymbol{q}+\boldsymbol{q} \cdot \boldsymbol{p})$,
which can be cast into the form (103) of the electromagnetic Hamiltonian $\mathcal{H}_{\mathrm{em}}$ by identifying

$$
\begin{equation*}
\boldsymbol{A}(\boldsymbol{x}, t)=\frac{1}{\rho} \boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)-\frac{m c \dot{\rho}}{e \rho} \boldsymbol{x}-\frac{m c}{e} \boldsymbol{b} \times \boldsymbol{x} \tag{112}
\end{equation*}
$$

and

$$
\begin{align*}
\Phi(\boldsymbol{x}, t)=-\frac{m}{2 e} & \left(\frac{\dot{\rho}^{2}}{\rho^{2}}+\boldsymbol{b}^{2}\right) \boldsymbol{x}^{2}+\frac{m}{2 e}(\boldsymbol{b} \cdot \boldsymbol{x})^{2} \\
& +\frac{\dot{\rho}}{c \rho^{2}} \boldsymbol{x} \cdot \boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)+\frac{1}{c \rho} \boldsymbol{b} \times \boldsymbol{x} \cdot \boldsymbol{A}_{R}\left(\boldsymbol{x}_{T}\right)+\frac{1}{\rho^{2}} \Phi^{0}\left(\boldsymbol{x}_{T}\right) \tag{113}
\end{align*}
$$

The corresponding magnetic field $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ is given by

$$
\begin{equation*}
\boldsymbol{B}(\boldsymbol{x}, t)=\frac{1}{\rho^{2}} \boldsymbol{B}_{R}\left(\boldsymbol{x}_{T}\right)-\frac{2 m c}{e} \boldsymbol{b} \tag{114}
\end{equation*}
$$

where $\boldsymbol{B}_{R}=\nabla \times \boldsymbol{A}_{R}=R^{t} \boldsymbol{B}^{0}$ and $\boldsymbol{B}^{0}=\nabla \times \boldsymbol{A}^{0}$ is the given magnetic field, but now with the argument $\boldsymbol{x}_{T}=R \boldsymbol{x} / \rho$, and where we have used det $R=1$. The static electric field is given by $\boldsymbol{E}^{0}=-\nabla \Phi^{0}$, and the time-dependent electric field corresponding to the potentials $\boldsymbol{A}, \Phi$ is given by

$$
\begin{align*}
\boldsymbol{E}(\boldsymbol{x}, t)=\frac{m}{e} & \left(\frac{\ddot{\rho}}{\rho}+\boldsymbol{b}^{2}\right) \boldsymbol{x}+\frac{m}{e} \dot{\boldsymbol{b}} \times \boldsymbol{x}-\frac{m(\boldsymbol{b} \cdot \boldsymbol{x})}{e} \boldsymbol{b} \\
& +\frac{\boldsymbol{x} \cdot \boldsymbol{B}_{R}\left(\boldsymbol{x}_{T}\right)}{c \rho^{2}} \boldsymbol{b}-\frac{\boldsymbol{b} \cdot \boldsymbol{B}_{R}\left(\boldsymbol{x}_{T}\right)}{c \rho^{2}} \boldsymbol{x}-\frac{\dot{\rho}}{c \rho^{3}} \boldsymbol{x} \times \boldsymbol{B}_{R}\left(\boldsymbol{x}_{T}\right)+\frac{1}{\rho^{2}} \boldsymbol{E}_{R}\left(\boldsymbol{x}_{T}\right), \tag{115}
\end{align*}
$$

where $\boldsymbol{E}_{R}=R^{t} \boldsymbol{E}^{0}$.
Hence, given time-dependent magnetic and electric fields of this form, we identify $\boldsymbol{b}$ and $\rho$ as functions of time and explicitly determine the unitary operator $T=T_{\text {dil }} T_{\text {rot }}$. Solutions of the TDSE are then given by (107) with $d=3$ and the time evolution operator $U\left(t, t_{0}\right)$ is given by (108).

As an example, consider the Dirac monopole [133] for which we choose the static vector potential

$$
\boldsymbol{A}^{0}(\boldsymbol{x})=\frac{g}{r\left(r+x_{3}\right)}\left(-x_{2}, x_{1}, 0\right)
$$

with a corresponding magnetic field $\boldsymbol{B}^{0}(\boldsymbol{x})=g \boldsymbol{x} / r^{3}$ and a scalar potential $\Phi^{0}=0$, describing a magnetic monopole of strength $g$ located at the origin, carrying zero electric charge. The corresponding Schrödinger equation has been solved by Tamm [134], see also Fierz [135], to obtain the eigenfunctions $\phi_{\lambda}^{0}(\boldsymbol{x})$ and eigenvalues $\lambda$. We define the time-dependent vector and scalar potentials $\boldsymbol{A}, \Phi$ as given by (112) and (113), with magnetic and electric fields as in (114) and (115). We find

$$
\boldsymbol{B}(\boldsymbol{x}, t)=\frac{g}{r^{3}} \boldsymbol{x}-\frac{2 m c}{e} \boldsymbol{b}
$$

and
$\boldsymbol{E}(\boldsymbol{x}, t)=\frac{m}{e}\left(\frac{\ddot{\rho}}{\rho}+\boldsymbol{b}^{2}\right) \boldsymbol{x}+\frac{m}{e} \dot{\boldsymbol{b}} \times \boldsymbol{x}-\frac{m(\boldsymbol{b} \cdot \boldsymbol{x})}{e} \boldsymbol{b}+\frac{g}{c r} \boldsymbol{b}-\frac{g(\boldsymbol{b} \cdot \boldsymbol{x})}{c r^{3}} \boldsymbol{x}$,
where the last two terms may be expressed as the gradient of $g \boldsymbol{b} \cdot \boldsymbol{x} / \mathrm{cr}$. Although the magnetic field is time dependent, the monopole of strength $g$ remains stationary at the origin, however the Dirac string rotates with time as determined by the matrix $R(t)$. The monopole can be set into motion by means of time-dependent translations as described in section 5. The monopole carries zero electric charge although the electric field is singular at the origin, at the location of the monopole. The general solution of the TDSE can in principle be obtained as an integral transform, as before for the harmonic oscillator in section 4.6, by choosing the initial wavefunction $\psi_{k}^{0}(x)=\mathrm{e}^{\mathrm{i} k \cdot x}$ where $k$ is the wave vector, and then computing the wavefunction $\psi_{k}(x, t)=U\left(t, t_{0}\right) \mathrm{e}^{\mathrm{i} k \cdot x}$ at any later time $t$ using the time evolution operator in (108). Any initial wavefunction may then be expressed as a Fourier transform and the solution $\psi(\boldsymbol{x}, t)$ of the TDSE appears as a three-dimensional integral transform similar to (80) for $d=1$.

## 7. Conclusion

For systems in which the time-dependent Hamiltonian $\mathcal{H}$ takes the specified form (5), we have demonstrated that exact solutions of the corresponding TDSE can be expressed in terms of eigenfunctions of a time-independent operator $H^{0}$, and that the time evolution operator $U$ can be expressed in the closed form (8). This construction is achieved by combining properties of unitary transformations and dynamical invariants and although well known for specific models, we have shown that the formalism applies to a wide range of models by considering spatial time-dependent unitary transformations comprising dilatations, translations and rotations. Solutions of the TDSE are obtained in various forms depending on the initial wavefunction, corresponding to different choices of invariants and includes various coherent states, plane wave solutions, distributional solutions and general solutions expressed as integral transforms. The formalism accommodates non-Hermitean Hamiltonians $\mathcal{H}$ constructed according to (5), provided the non-Hermitean operator $H^{0}$ has real eigenvalues.

For the harmonic oscillator we have found explicit radial solutions and Perelomov coherent state solutions, and have demonstrated an equivalence between these solutions by means of the $\zeta$-transformation, and have also discussed various algebraic relations between the linear and quadratic invariants. We have investigated time-dependent rotations, which are relevant to Hamiltonians with electromagnetic interactions, and have found general solutions of the TDSE in which the time-dependent magnetic and electric fields, which take a specified form, need not be spatially uniform.
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